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T H E O R Y  O F  D I S C R E T E  A U T O M A T A  

UDC 62 - 507 

E.A .  Y a k u b a i t i s  

TIME- DEPENDENT ASYNCHRONOUS 
LOGICAL AUTOMATA 

The structure of t ime-dependent asynchronous logical automata is considered. 
and methods given for their synthesis using concrete logic elements.  

Consider an asynchronous logical automaton 111, which we shall  
henceforth cal l  an automaton. 
applied to the inputs of the automaton. 
assume that the automaton has  one input 2.  

sequence. 
finite number of input sequences will be  called time-independent. 
output signal a l so  depends on the t ime, the automaton will be t ime-  
dependent. 

Suppose that steady s ignals  A,,  A s . .  . , A, a r e  
To simplify the exposition we 

Any finite sequence of consecutive input signals will be  called an  input 
An automaton in which the output signal i s  a function of a 

If the 

S I  

C 

FIGURE 1. Rectangular-pulse generator. 



The signal emitted by the automaton fo r  constant input signals 
A, ,  A?, . . . , A,, f o r m s  a t ime sequence. La te r  we shal l  consider  the case  
when any t ime sequence has  finite length 1, and the t ime between two 
changes in the values  of the input s ignals  A i ,  A2. . . . , A, exceeds the 
t ime required for  the emission of a given t ime sequence. 

automata using concrete  logic e lements  (e lements  whose operation 
involves a finite t ime lag). This will be done for  logic e lements  of 
types AND, OR, NOT, though our  methcds a r e  easi ly  extended to any 
other  s e t  of logic e lements .  
e lements .  

It tu rns  out that this  may be achieved ei ther  by using delay elements  o r  
by supplementing the given input signals Ai, A 2 , .  . . , A ,  with a signal f rom 
a rectangular-pulse  generator  (Figure IC). 
However, any pulse-type signal may be regarded a s  a par t icular  kind of 
steady signal, and so, for  convenience, we shal l  always a s sume  that S 
i s  a steady signal. 

Methods for  the synthesis of time-dependent automata using delay 
elements  were  descr ibed in 1 2 1 .  Here we shal l  study methods which 
utilize rectangular-pulse  generators .  

to allow fo r  the t ransi t ion processes  involved in the change of any of the 
input s ignals  A, ,  A2 ,..., A,, S. 

We shall consider  methods fo r  the synthesis  of time-dependent 

In a l l  ca ses  the automata contain no delay 
We employ the terminology of 111. 

A time-dependent automaton must  produce a t  l eas t  one t ime sequence. 

The signal S i s  a pulse. 

The duration T of the pulse emitted by the generator  must  be sufficient 

1. TIME-DEPENDENT AUTOMATON WITH UNCONTROLLED 
RECTANGULAR-PULSE GENERATOR 

The t ime sequences emitted by an  automaton must  often be synchronized 
with the performance of some external  device. 
dependent automaton must  employ an external  uncontrolled generator  
which emi t s  an unlimited sequence af rectangular  pulses  (F igure  lb). 

When the signal S appears  at  one of the inputs of the automaton, the 
required t ime sequences can be produced. 
automaton with n input s ignals  AI ,  AP, . . . , A ,  thus reduces to synthesis  of 
a time-independent automaton with n f  1 input s ignals  AI ,  A2, . . . , A,,, S .  

In this  connection it must  be borne in mind that the input signals 
Ai, A2,. . . , A,, may change a t  any instant of time. 
signal S may ei ther  remain  constant o r  change 

In this  ca se  the t ime-  

Synthesis of a time-dependent 

At these  instants  the 

1 )  S:(kl; 
2) S=l;  
3) s : l+O; 
4) s=o. 

In mos t  ca ses  the t ime sequence must  not depend on the signal S a t  the 
instant the s ignals  A,, A2,.  . . , A ,  change, when the sequence i s  to be emitted. 

2 



In this ca se  an input signal may change only when S : 1+0 o r  S : -1. 
S = O  o r  S=l the automaton must  postpone the change until the appropriate  
change S : 1+0 or S : o - t l  occurs .  

Analysis shows that the synthesized automaton i s  s impler  i f  the emission 
of a t ime sequence can coincide only with one of these changes (e i ther  S:  1+0 
or  s:o+~). 

sequences a r e  emgted af te r  S :  o-tl. 
case  when the change S : 1+0 o r  both changes S : ( k l  and S : l+O a r e  permitted.  

constructed without delay elements .  A s  for  the generator  itself, i t s  c i rcui t  
(F igure  1) must  contain a delay element T. 

When 

Accordingly, we shal l  confine ourselves  to automata in which t ime 
Our  method is easi ly  extended to  the 

If a generator  i s  available, any time-dependent automaton can be 

FIGURE 2. Graph of finite automaton and t ime sequence. 

Consequently, a n y  t i m e - d e p e n d e n t  a u t o m a t o n  c a n  b e  
c o n s t r u c t e d  o n  t h e  b a s i s  of  a c i r c u i t  c o n t a i n i n g  a s i n g l e  
d e l a y  e l e m e n t .  

Jus t  as in the time-independent case ,  a time-dependent automaton can be 
defined by the s ta te  graph o r  table of a finite automaton, involving It input 
signals A,, A2, . . . , A,, . In this  case ,  however, cer ta in  nodes of the graph 

3 



will contain not the value of an output signal but s ignals  designating t ime 
sequences.  

of the definition of a t ime-dependent automaton. 
which Z=O or  Z = l  time-independent; nodes a t  which t ime sequences a r e  
produced will be called t ime-dependent.  

of a sequence is measu red  in t e r m s  of the number of durations z. 
Accordingly, in this  example lD=3 and & = I .  

instant a f t e r  a change in the signals A, ,  A 2 , .  . . , A , ,  when the change S : o-tl  
occurs .  

Figure 2.  

The l a t t e r  a r e  represented as ( separa te )  functions of t ime.  
The graph and t ime sequences i l lustrated in Figure 2 provide an example 

Let us ca l l  the nodes a t  

The parameter  Zi defines the length of the i-th t ime sequence. The length 

The initial point ( t = O )  for each t ime sequence is preassigned a s  the f i r s t  

Table 1 is the table of the finite automaton whose graph is given in 

TABLE 1 

A time-dependent automaton is uniquely determined by the graph (or  table)  
of a finite automaton together with d iagrams of t ime sequences,  but this  
method is not convenient for  synthesis .  
mode of representat ion.  

signals ( A I ,  A z ,  ..., A,, S ) .  
the subgraph of Figure 3. 

t ime sequence. 
each subgraph contains two additional prepara tory  nodes (cycles). 

of one o r  s e v e r a l  (simultaneous) signals AI ,  A z , .  . . , A ,  occurs  when S= 1. the 
automaton proceeds to  the f i r s t  preparatory node (x,). If S :  1-0 o r  S=Oat 
this  instant, i t  proceeds to the second preparatory node (nz). But i f  the 
change of A I ,  A z , .  . . , A, occurs  a t  the same  t ime as S :  &I, the automaton 
proceeds direct ly  to  the f i r s t  working node ( p i ) .  

We therefore  adopt a different 

Every t ime sequence can be represented by a subgraph involving n+ 1 input 
Thus, the sequence D (F igure  2 )  is represented by 

The t ime subgraph contains I working nodes (cycles) ,  which represent  the 
In addition, since the sequence can begin only when S :&I,  

If the given change The time-dependent automaton operates  a s  follows. 

Preparatory waiting 
cvcles working cycles (t=3) cvcles 

FIGURE 3. Subgraph 
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When the t ime sequence (working node) is completed, the s ignals  
A I ,  A2, .  . . , A,, may remain  constant for  some  time. 
therefore  provided with two waiting nodes (al, ad. 

an intermediate  signal. However, the number of intermediate  s ignals  may 
be reduced by t ransfer r ing  the t ransi t ion which occur s  when S:O-tlat the 
node p1 to  the node m. Both multiple-valued nodes, f rom which there  are 
t ransi t ions to the nodes n, and nz, m a j  then be assigned the same  
intermediate  signal. 
but this will be apparent  only on the r a r e  occasions when changes in  the 
input s ignals  A I ,  A*, . . . ,A,,  coincide in  time with S : @+I. 

The number of intermediate  s ignals  may a l so  be reduced by adding a 
t ransi t ion f rom the node p3 to  the node az. 
assigned the same  intermediate  signal. 

rep lace  the node A = l ,  B = l  by two nodes, at which A = l ,  B = l ,  S=O and 
A = ] ,  B=I ,  S=l.  
Figure 4 .  In accordance with the above reasoning, Figure 4 differs  f rom 
Figure 3 in that the t ransi t ion y+pl has  been replaced by y-fx~, and a 
t ransi t ion p 3 - t ~ ~  has  been added. 

Construction of the subgraph represent ing the t ime sequence E is 
analogous (F igure  5). 
shows the nodes p3, ai, a2 a r e  common to both. 
a subgraph represent ing both t ime sequences (F igu re  G). 

Each working node is 

In synthesizing an  automaton each node of the subgraph must  be assigned 

The speed of the automaton is then somewhat lower, 

The waiting nodes may then be 

To coordinate the subgraph of F igure  3 with that of F igure  2 we mus t  

The subgraph of F igure  3 is linked to this  pa i r  of nodes in  

Comparison of the subgraphs of F igures  4 and 5 
This  enables  u s  to cons t ruc t  

I>IGI'RE 4. Subgraph D i n  transformed form 

P 6 
FIGURE 5. Subgraph E. 
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FIGURE 6. Combination of subgraphs Dand E 

In general ,  s eve ra l  t ime subgraphs can be combined in  such a way that 
they sha re  the waiting nodes.  
subgraphs in one or  m o r e  in te rva ls  T, beginning f rom the end of the 
sequences,  coincide, the corresponding working nodes a r e  a l so  common 
to a l l  the subgraphs.  
be shared  by seve ra l  t ime sequences.  

the combination is not c a r r i e d  out, i t  will  occur  during the synthesis  
process ,  when equivalent nodes a r e  combined. 

If the t ime sequences represented by the 

On the other hand, the prepara tory  nodes can never  

Note that combination of s eve ra l  subgraphs into one is not essent ia l .  If 

FIGURE I .  Graph of a finite automaton 

6 



The signal S appears  in  the t ime subgraphs.  It mus t  therefore  be 
introduced in  the remaining par t  of the graph of the finite automaton. To 
this end, every  time-dependent node of the graph  with the n signals 
AI ,  Az.. . . , A, is replaced by two nodes, one with S=O and the other  with S= 1. 
Each time-dependent node is replaced by the corresponding t ime subgraph. 

FIGLIKE 8. Graph of finite automaton - second form. 

The resu l t  is a graph with nfl input signals. whose nodes, i f  i t  is 
completely defined, a r e  marked Z = O  o r  Z= 1. 
time-dependent and time-independent nodes disappears .  and the graph is 
in  no way different f rom that of a time-independent automaton. 

Figure 7 i l lus t ra tes  the graph for n f l  input signals based on the graph 
of Figure 2 and the subgraph of Figure 6 .  A different form of this graph 
is obtained by grouping together nodes with the same  input signals, a s  in 
the case  of time-independent automata ( s e e  Figure 8).  
correspondence between the two forms of the graph the nodes have been 
numbered. 

Construction of the graph for  n f l  input signals is considerably 
simplified by adopting the following convention. Resides nodes 
corresponding to n+ 1 input signals, we shal l  admit nodes corresponding 
to n signals  (where S may have any value). 

In th i s  way, using a given graph for  n input signals and given t ime 
sequences. one constructs  the simplified graph. 

Thus. for  example, Figure 9 i l lus t ra tes  the simplified graph based on 
the example of Figure 2 .  
s impler  than those of F igures  7 and 8. 

Thus the distinction between 

To clarify the 

It is evident that the simplified graph is much 



FIGURE 9. Simplified graph. 

Any of the graphs  constructed above (F igures  7 - 9 )  may be used to se t  
up the table of the corresponding finite automaton. 
(F igure  9), assigning s ignals  XI, &.. . .;Xs to the multiple-valued ver t ices .  
we obtain Table 2 .  

Ln our  example 

TABLE 2; 

O I 0  

O I 0  

XI I X&X7 
I 

0 1 °  

O i O  

O I 0  

XI.XZ Xl 

0 

0 

X3 

X, 

0 

0 

0 

. I ..O I O 
0 

8 

0 

0 

xs 

X4 

0 

0 

0 

0 

0 

0 

X5 

O I o  I o  

XO 

1 

1 

0 

0 

I 

X8 

I 

1 

O l o -  
o l o  

II I I I  ii r 



TABLE 3. 

T A B L E  4. 

Z 

0 

sl 
- I  
- I  
-I 
O I  

l I  

0 

0 

0 

In most  cases, the resul t ing table may be simplified by using the 
row- combination ru le  : 

A n y  t w o  r o w s  i n  t h e  t a b l e  o f  a f i n i t e  a u t o m a t o n  w h i c h  
d i f f e r  o n l y  i n  t h e  v a l u e  o f  o n e  i n p u t  s i g n a l  m a y  b e  c o m -  
b i n e d .  

Using th i s  rule ,  we may replace Table 2 by Table  3. 
the S -column signify that the corresponding en t ry  in the table may be 
e i ther  S=O o r  S= 1. 

A s  indicated, the signal S is only needed in time-dependent automata,  
and not in  time-independent automata. 
introduced in  the specification of a time-independent automaton, i t  takes  
no par t  in  the synthesis  p rocess  and does not f igure in the resul t ing 
equation sys tem.  

automaton with uncontrolled rectangular-pulse  genera tor .  

represented  by the finite-automaton graph  and t ime sequence given in  
Figure 10. 
the presence  of an uncontrolled genera tor  emitting the unlimited sequence 
of pulses  i l lus t ra ted  in  F igure  IC .  

i l lus t ra ted  in  Figure 11. Combining th i s  subgraph with the graph  of 
F igure  10. we get  the simplified graph  of Figure 12. 

The dashes  in 

If for  some reason  the signal S is 

We now consider  an  example of the synthesis  of a time-dependent 

E x  a m  p 1 e 1. Let u s  cons t ruc t  the time-dependent automaton 

Undesirable competition is avoided by using f i l t e r s .  We a s sume  

We cons t ruc t  the subgraph for  the given t ime sequence (s ignal  D). 

9 



t l - 4  
FIGURE 1 0 .  Graph and t ime  sequence for Example 1 

FIGURE 11. Subgraph. 

FIGURE 12. Simplified graph. 
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Using the s implif ied graph, we construct  the finite-automaton table 
(Table 4). 
this  in mind, ea sy  computations yield the equation sys tem for  the given 
time-dependent automaton: 

This  table shows that the signals X I  and X9 a r e  superfluous. With 

z = ,ZB + ABX ,o + A B SX ,  + A B Sx, + A B s x,; 
X z = X B + A B  S X2; 

X 3 = x B + A B T X 3 + A B  S X2;  

X I = A B S X ~ + A B  S Xq; 

X s = A B s  X5+AB S Xq; 

X 6 = A B T & + A B  s x6; 

X 7 = A B S X 7 + A B  S X g ;  

X a = A B S X T + A B  Xg;  

X,o= A B x , ~ +  A B  Xg. 

On the bas is  of equations ( 2 )  we construct  the c i rcu i t  i l lustrated in  
Figure 13. Any undesirable  competition is eliminated by f i l t e rs .  

2 .  TIILIE-DEPENDENT AUTOR'IATON W I T H  CONTROLLED 
RECTANGULAR- P U  LSE GENERATOR 

The use  of an uncontrolled rectangular-pulse  genera tor ,  which produces 
a n  unlimited sequence of pulses ,  requi res  the construction of q iner t ia l  
subautomata, which govern the performance of the automaton a t  the 
prepara tory  nodes. 

where u is the given number of t ime sequences. 

automaton with an  external  device, a controlled genera tor  of rectangular  
pulses  can be used. 

sequence of rectangular  pulses  only on application of a control  signal R=l. 
The circui t  of such a genera tor  is i l lustrated in F igure  la .  

When there  is no need to synchronize the t ime sequences produced by the 

By a controlled genera tor  we mean a genera tor  which produces a 

The control  s ignal  is descr ibed by the following Boolean function: 

d 

R= 2 (XI% . . .  Xn)i ( X a i + x b , + .  . . +x,,) ,  (4) 
i = 1  

where  (XI .&. . . x,,)i is a conjunction determining a s e t  of nodes a t  l ea s t  one 
of which mus t  produce a t ime sequence; xai, x b i , .  . . , Xei a r e  the intermediate  
s ignals  ass igned to the working nodes of the subgraph represent ing  the t ime 



sequence; d is the number of conjunctions 

I 1x7 

ABSX, 

FIGURE 13. Circuir of automaton 

To form the two iner t ia l  subautomata character iz ing the waiting nodes 
(e.g., subautomata Xz, XB in equations ( 2 ) )  one needs at  least  two AND- 
elements ,  two OR-elements,  and two f i l t e rs .  
is used the re  is no need for  prel iminary nodes; consequently, the above 
elements  become superfluous.  

On the other  hand, the controlled generator  (F igure  l a )  contains one 
m o r e  AND- element than the uncontrolled generator  (F igure  lb ) .  
addition, to produce the signal R (4 )  one needs at  mos t  one AND-element, 
two OR-elements,  and one filter, for each t ime sequence. 

When a controlled generator  

In 

12 



These r e su l t s  a r e  compared in Table 5. 

T A B L E  5. 

Type of e lement  
Suhcircuit 

Inertial -ubautomata characterizing 
the waiting nodes 

components Jdded in controlled 
generator 

Production of signal R 

AN I) 

Z V  

1 

U 

011 

Z V  

0 

U+l 

w s r  

Z V  

U 

0 

P U  

0 

1 

~ 

It is c l ea r  f rom th is  table that when u> 1 a controlled generator  should 
always be used, a s  f a r  a s  the simplicity of the circui t  of the time-dependent 
automaton is concerned. The resul t ing simplification is grea te r ,  the 
g rea t e r  u. 

containing a controlled generator .  

and d iagrams a r e  given in Figure 2.  
is eliminated by fi l ters.  

We now consider an example of synthesis  of a time-dependent automaton 

E x a m p l e  2.  We construct the time-dependent automaton whose graph 
A s  before, undesirable competition 

FIGLIRE 14. Simplified graph. 

On the bas i s  of Figure 2 we construct the simplified graph illustrated in 
Figure 14. A comparison of this  graph with that of F igure  9 shows that with 
the incorporation of a controlled generator  the four waiting nodes a r e  
dropped. 

Using the graph of Figure 14  we se t  up the finite-automatontable CTable 6 ) .  

13 



F r o m  Table 6, taking into account that the signal X , i s  superfluous, we  
get the following equations: 

- -  
X z = A  B S X , + z B S X 2 + A B ;  
X 3 = x B  sXa+A-B S X4; 
X , = A B S X ~ + A  B ;  - _  - 
X s = A  B + A  B X5. I 

BS 

- 

FIGURE 15. Circuit of automaton. 

14 
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The circui t  based on equations (5) and (6) is il lustrated in  F igu re  15. 
Undesirable competition in the circui t  is eliminated by f i l ters .  

B i b l i o g r a p h y  

1 . Y a k  u b a i t  i s , E. A. Asinkhronnyi logicheskii avtomat (An Asynchronous 
Logical Automaton). Avtomatika i vychislitel 'naya tekhnika, Vol. 1. 
1967. 

Asinkhronnye logicheskie avtomaty (Asynchronous 
Logical Automata), Riga, "Zinatne, I' 1966. 

2 .  Y a k  u b a i  t i s , E. A. 
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UDC 62-507 

E . R .  Y a k u b a i t i s ,  V .  G .  G o r o b e t s  

SYNTHESIS OF SEQUENTIAL ASYNCHRONOUS LOGICAL 
AUTOMATA USING THREE T Y P E S  OF MODULES 

A method i s  given ior synthesizing sequeurial asynchronous logical automata using a minimum 
number of modules of three types, allowing for two restrictions. 

1. INTRODUCTION 

Xficrominiaturization of semiconductor e lements  and the developing 
technology of integrated c i rcu i t s  r a i s e s  the problem of construct ing 
automata based on modules. 

sequential asynchronous logical automata (br ief ly  - automata)  based on 
t h r e e  types of modules .  :! 

In the genera l  ca se  1 1  / an automaton is specified by a s t a t e  graph,  a 
s t a t e  table, or a numer ica l  expression, and descr ibed  by a sys tem of 
k + m  equations which define the iner t ia l  and pr imi t ive  subautomata: 

This  paper  cons iders  methods for  the synthesis  of time-independent 

where n is the number of inputs, k the  number of iner t ia l  subautomata, 
m the  number of outputs, (A ,  A,-, . . .&)i  the  e lementary  conjunction of n 
input var iab les  defined by the i - th  row of the table, aij, p i j ,  y i t ,  6ft coefficients 
defined by the  table, with values  zero  o r  one, X I ,  X Z ,  . . . , X k  intermediate  
var iables ,  
output var iab les .  

- -  

X i j  and X i t  var iab les  f rom the  s e t  XI,  XZ, . . . , X k  , and ZIZZ, . . . ,z, 

* We employ the terminology of / I / .  
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2. DESCRIPTION OF THE MODULES 

We as sume  that the modules a r e  based on elements  of type AND, NOT, 
and F (fi l ter) .  
2, and 3 .  
connected at q A N D ,  qNOT q F  , respectively, to the inputs of other e lements .  

The c i rcu i t s  of these  elements  a r e  i l lustrated in F igures  1, 
It i s  assumed that the outputs of these  elements  can be 

p 
FIGI’RE 1. A N D  circuit. 

? I p 
FIGI!RE 2. NOT circuit. 

a. A-module 

This type of module involves la NOT elements ,  used to produce the 
negations of input o r  intermediate  s ignals .  

.... 4 .... ...... . ._._._ 1.. 

I------- 

FIGURE 4. Circuit of A-module. 

I I I 
I I E;, I 

AND, 

FIGURE 5. Circuit of E-module .  
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b. B -module 

The c i rcu i t  of this  module is given in Figure 5. It consis ts  of [,AND 

Using one AND element  one can obtain a conjunction of rank r .  To 
elements .  

produce a conjunction of rank R one must  combine 1 $ [ AND- elements .  )li 

This  is done by ccnnecting the outputs El”, Ez’, . . . , El; . For instance, if 
r=3 and R=8 one must  connect El’’ t o  E*’, EZ”to Ed.  

using one B-module one can r ea l i ze  any conjunction of rank a t  
most r le .  Conjunctions of higher rank a r e  formed by connecting seve ra l  
B-modules a t  the point El’. 

d i rec t  connection of the outputs DI, D2,. . . , Di,. 
the  diodes connected to  the outputs of the AND elements  (F igure  1). 

m o r e  B-modules, the la t te r  a r e  d i rec t ly  connected at the points F. 

Severa l  B-modules may be combined by using outputs E,’ or  F. 

Thus, 

The disjunction of the resul t ing conjunctions is obtained (F igu re  5) by 
This is made possible by 

When the t e r m s  of the disjunction a r e  conjunctions formed by two or 

c. C-module 

To eliminate undesirable  competition in each feedback circui t  and 
a t  each output of the automaton, f i l t e rs  must  be introduced 111. 
done by a module of type C .  

This  is 
Each C-module contains IC f i l t e rs  (F igure  6).  

3 .  MINIMIZING THE NUMBER OF B-MODULES 

In automata synthesis  i t  often happens that the s a m e  conjunction occurs  
in m o r e  than one of the equations descr ibing the automaton. 
o u r  method, we introduce the following res t r ic t ion .  Every conjunction is 
real ized a s  many t imes  a s  i t  occu r s  in equations ( l) ,  (2 ) .  Thus we always 

To simplify 

have q A N D = 1 .  
In view of this  res t r ic t ion,  each of the equations descr ibing the 

automaton mus t  be simplified independently cf the other equations in the 
sys tem.  

* Here and below]aldenotes the smallest integer greater than u. 

18 



hIininiization of equations (l), ( 2 )  y ie lds  a sys t em of k + m  equations; 
the i - t h  equation contains pi pr ime  implicants  (conjunctions) of rank 

Rij ( l < j < p i ,  I < i < k + m ) .  To rea l ize  the ij-th conjunction, Gij= - AND 

elements  a r e  needed. 
required to  rea l ize  the i - th  equation is 

I R;j [ 
Thus, the lower bound for  the number of B-modules 

and for  all  k+m equations: 

4. AUTOMATON- SYNTHESIS ALGORITHM 

The foregoing considerations yield the following algorithm for  synthesis  
of an automaton on the bas i s  of modules of type A, B, and C. 

1.  Determine the sys tem of equations (minimal  disjunctive normal  
fo rms)  of the given algorithm by the method of /l/. Simplify each equation 
separately,  independently of the o thers .  The equation sys t em will then 

contain 2 pi pr ime  implicants, some of which may coincide. 
h4-m 

i =  I 

2. If the negation of the i - t h  (input o r  intermediate)  s ignal  occu r s  v i  

t imes  in the equation system, i t s  real izat ion r equ i r e s  ~zJ NOT elements .  

If the  number of negations occurr ing in the sys tem is s,I the  total number of 

NOT elements  needed is N =  z.12 [. Thus the required number of 
%OT i = 1  

A- modules not counting amplification of input and intermediate  s ignals)  is 

..=]E[. 
3 .  The number of C-modules is 

(4) 

,,=IF [ 
4. Given the rank of the ij-th p r i m e  implicant ( l < j < p i , l < i < k + r r z ~  the  

number of AND elements  required for  i t s  real izat ion is 
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5. Find the p r i m e  implicants f o r  which G i j > l B ;  f o r  each of these,  
choose an integer vij  such that the difference G'ij= G i j - v i j l ~  sat isf ies  the 
inequality O<G'ij<lB. 

If G'ij=O 

B-modules, and does not f igure in the following s t eps  (7, 8). 
If G'ij>O, 

Therefore,  having determined the value of ui j ,  in the next s t eps  we shal l  
replace Gij by G' i jas  the number of AND elements  necessa ry  for  the 
corresponding p r i m e  implicant . 

adding all the corresponding values of vfj .  

the corresponding p r ime  implicant r e q u i r e s  exactly uij 

m o r e  than ut, (but not m o r e  than v i j f l )  modules a r e  necessary.  

F o r  each i ,  find the number L'i of B-modules for the i - t h  equation, by 

6. For the remaining p r ime  implicants,  satisfying Gij<lB, take 

7 .  
G'ij= G i j .  

Construct a loading table for  each equation, with en t r i e s  for  all 
If the number of these implicants in p r i m e  implicants such that G'ij>O. 

the i-th equation is p i ( O < p i c p i ) ,  the loading table f i r s t  contains Yi rows, 
each containing p i j  z e r o s  and units. 
one of the numbers  G'ij. 

unit en t r i e s  is at  m o s t  I B .  

other rows (one row is absorbed by another if, apar t  from units in the 
s a m e  positions as those in the la t ter ,  the f o r m e r  contains a t  l ea s t  one 
additional unit). 

Each entry in the table corresponds to  

W e  retain in the table only rows for  which the s u m  of the G'ijfor the 

Simplify the table by eliminating all rows which are absorbed by 

Denote the remaining rows by til, ci2, . .., ciui .  

8. Using the simplified table, construct a function mi, which is a 
conjunction of p i  disjunctions, for  the i-th equation. Each disjunction 
corresponds to a column in the table, with as many t e r m s  as t h e r e  are 
units in the corresponding column. 

a disjunction of a cer ta in  number of conjunctions in the var iables  cilr tip, . . . , 
ciui . 

Realization of the p r ime  implicants in the i - th  equation is based on 
this  conjunction. Each of the var iables  til, ci2, . . . , etui occur r ing  therein 
is real ized by one B-module. Given the G'ij that  correspond to the unit 
en t r i e s  in the row corresponding to this variable,  we can de te rmine  what 
p r i m e  implicants a r e  real ized by the given B-module. If the p r i m e  
implicant is such that vij>O, we determine how to link this module to  the 
other  vij modules to r ea l i ze  the implicant. 

B-modules required to  synthesize the p r i m e  implicants with vij=O. 

i-th equation, Li=L'i+L"i . 

Opening brackets  and simplifying the result ing expression, we obtain 

Choose the conjunction containing the minimum number of var iables .  

The rank of the selected conjunction de te rmines  the number L"i of 

9. Determine the total  number of B-modules required to r ea l i ze  the 
The ent i re  sys t em of equations then r e q u i r e s  

B -modules.  

20 



10. Using (4)- ( 6 ) ,  determine  the total number of modules of types A, B, 
and C required to r ea l i ze  equations ( l ) ,  (2): 

L=LA + L B +  Lc. 

The iner t ia l  subautomata and input functions a r e  combined in a single 
automaton. 

5. EXAMPLES 

E x a m  p 1 e 1. Using modules of types A, B, and C(qNoT=5,9 -3, r -3 ,  fA=5, 
F: - lB=8,  lc=2) , l e t  u s  synthesize the automaton given by the following 

numer ica l  expres s  ion: 

Z ( A I ,  At ,  AB, A4, A5, As, A7, As, Ag)=Z  (1032, 1772, 1792. 
185 2, 187 2, 264, 268, 296, 300, 310, 31 1 ,  328, 332, 344, 360, 364, 

433 2, 435 Z, 438, 439, 441 Z, 443 L, 456, 472). 

1. The automaton i s  descr ibed by a single equation. The minimal  
disjunctive normal  form of the function 2 is: 

2 .  The numbers  of r ecu r r ing  negations of input s ignals  a r e  v l = Y S = V S = l  

and V Z = V ~ = Y ~ =  V S = V ~ = V S = ~ .  

B-modules is LA=2.  

k+m= 1 ) .  

and R4=6. 
r=3 a r e  G1=4, G 2 = G 3 = G 5 = 3  and G 4 = 2 .  

SinceqNOT=5 and l ~ = 5 ,  the required number of 

3 .  

4. 

The required number of C-modules is Lc=  1 (by assumption, i c = 2 ,  

Find the ranks  of the five p r ime  implicants: RI=lO,  R2=R3=R5=7 

Then the numbers  of AND-elements for  the p r ime  implicants  

5.  There  a r e  no p r ime  implicants with G j a 8 ,  (L’=o).  
6. Take G I ’ = ~ ,  G2’=G{=G5’=3 and G4‘=2. 
7 .  Construct the loading table for  B-modules (Table  l), retaining only 

rows in which the sum of Gj’over columns containing units is a t  mos t  eight. 
The resul t ing simplified table i s  Table 2,which contains seven rows .  
8. Using Table 2 ,  construct  the function 

( c 7 + C 6 + c 5 )  (C7+C6+CI+C3) (C7+C4+c2) x 
x ( c 6 + c 4 + C l )  (cS$-c3+CZ+cI )=C7 cl+c6 c Z f c 5  c4+ 

f C 7  06 CSfC’l c6 c3+c7 c6 c2+ c7 c4 C3+c7 C4 cZ+c6 c4 c3+ 

+C6 c4 C l + C S  c3 cz CI. 

Of these  conjunctions we se lec t  the th ree  ( c7cI, c6c2, and c 5 c 4 )  that involve 
Since they a r e  equivalent, we take the f i r s t  ( c 7 c I )  and use  i t  two var iables .  

as the bas i s  for  real izat ion of the p r ime  implicants, with two B-modules 
(L“=2). One of these  modules cor responds  to  the f i r s t  and second p r ime  
implicants, the other  to the third, fourth, and fifth. 
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TABLE 1. 

0 0 0 0 i 
0 0 0 I 0 
0 0 0 1 1 
0 0 1 0 0 
0 0 I 0 1 
0 0 I I 0 
0 I 0 0 0 
0 1 0 0 1 
0 I 0 1 0 
0 1 1 0 0 
0 I 1 I 0 
1 0 0 0 0 
1 0 0 0 1 
I 0 0 I 0 
1 0 1 0 0 
I 1 0 0 0 
I 1 0 1 0 
1 1 I 0 0 

TABLE 2. 

0 0 0 1 1 
cz 0 0 I 0 1 
c3 0 I 0 0 1 

C4 0 1 1 1 0 
1 0 0 0 1 

cs 1 I 0 I 0 
I I 1 0 0 

CI 

c5 

c7 

9. The total  required number of B-modules is L B = ~ .  
10. The total  required number of modules of a l l  types is L=2+2+1=5 

E x a m p l e  2. Synthesis of the sequential  automatongiven by Table 3, 
(F igu re  5) .  

using modules of type A, B, and c ( q N o ~ 4 ,  q F  =3,  r = 3 ,  Ia=4, l ~ = 3 ,  lc=2) . 

22 
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-Z 

FIGI'RE 7. ( ' i r c u i t  For Fxample 1 

1 .  The equation system of the automaton is: 

2. The numbers of repetitions of negations of the signals A I ,  AS, AB, XI, 

3 .  Since k+m=4 and f c = 2 ,  i t  follows that Lc=2.  
4 .  The ranks  of the pr ime implicants a re :  

Xz a r e  respectively vl=3, v2=4, v3=7, v I = v g = I .  Thus La=2.  

23 



Thus 

5. There  a r e  no p r ime  irnplicants with G , j > 3 .  
6 .  We take 

7 .  Construct the loading tables  for E-modules. Fo r  the iner t ia l  
subautomata XIand Xlr the  tables  consist of one r o w  each (each realized by 
a s ingle  E-module). 
and the output function Z a r e  Tables 4 and 5. 

The simplified tables for the iner t ia l  subautomata X3 

TABLE 4. 

c3 I 0 I 0 I 
c32 0 I 1 0 

c3s I 0 0 I 

c34 I 0 I 0 
Cas I I 0 0 

TABLE 5. 

C I  I 0 0 I I 
c.1 0 I 0 I 
Clf I 0 0 1 
C41 I 1 I 0 

. ~~ 

8. Construct the functions 

and 

Select the conjunctions ~ 3 4 ~ 3 1  and c44c43; these a r e  used to rea l ize  the 

9 .  Thus, L I = L ~ = I  and L3=L4=2. Consequently, the required number of 

10.  The total number of modules of the three  types is L= 10 (F igure  8). 

functions X3 and Z (L3“=2 and L4“=2). 

&modules is L B = 6 .  
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FIGURE 8. Circuit for Example 2. 

B i b l i o g r a p h y  

1. Y a k u b a i t i s , E .  A. Asinkhronnyi logicheskii avtomat (An 
Asynchronous Logical Automaton). - Avtomatika i vychislitel 'naya 
tekhnika, 1. 1967 .  

25 



U U C  62-507:51 

A .  A .  K u r m  i t  

DETERMINING THE INITIAL AND COMPATIBLE 
INTERNAL STATES OF THE INVERSE AUTOMATON 
OF CLASS I1 B Y  ANALYZING THE OPERATION OF 
THE ORIGINAL AUTOMATON 

Following /1, 2/ we introduce the concept of the inverse automaton of Class 11, i n  contradistinction 
to  rhe inverse automaton of Class I defined i n  / 5 ,6 / .  
those obtained i n  / 5 ,  6 /  for the latter.  

We formulate results for the former similar to 
A n  example  i s  given. 

D. A. Huffman intr.oduced the concept of an information-lossless  ( ILL) 
finite automaton in  11, 2 1 .  Two c l a s ses  of these  automata w e r e  studied in 
detail: Class  I consis ts  of automata such that the preceding internal  s t a t e  
and the output l e t t e r  uniquely de te rmine  the input l e t t e r  and the present  
internal  state;  Class  I1 cons is t s  of automata in which the present  internal  
s t a t e  and output le t te r  uniquely de te rmine  the previous internal  s t a t e  and 
the input le t te r .  

In / 2 / ,  ILL automata of finite o rde r  ( ILLF)  were  defined as automata 
in which the initial internal  s ta te  and a finite output l e t t e r  sequence 
de te rmine  the or iginal  input, therefore  a l so  the second internal  s ta te .  
Tes ts  determining whether a given automaton is ILL o r  ILLF  were  
descr ibed in 11-41. 
of inverse  automata (on the abs t rac t  level) .  
the la t te r  inverse  automata of Class  I, and the corresponding or iginal  
automata will be called ILLF automata of Class  I. 

Class  I1 i f  the  final internal  s ta te  and any finite output le t te r  sequence 
de te rmine  the immediately preceding internal  s ta te  and the l a s t  input 
le t te r .  

s ta ted.  

P a p e r s  13 ,  41 a l so  descr.ibe a method for  construction 
Following /1, 2/ we shal l  cal l  

D e  f i n  i t  i o n  1. An automaton will be called an ILLF automaton of 

W e  shal l  u se  the notation and conventions of 1 5 ,  ti/, unless  otherwise 

Given the equalities 

Then 

26 



tt1i.n the  alltO!~latur1 u i l l  be Called the aLltvR1aton uf Class 11 Inverse  to 11, 
;fmi rhc riuti ibcr .I \vi11 Le called the delay.  

Flencefot*th .-lb \vi ! [  tl.-note an  1LL.t' automaton of Class 11, anti .A2 the 
-;.iitoniati~n o f  Class  I t  iriL-erje to .-II, ;vith delay .$'(\\-e a s s u m e  that .l: exlstsl .  

4 t e s t  verifying bvh-thtr .-I, is an  ILLF  autunlciton of C l a s s  I1  may h e  
ciet-i\.ed from the  r e su l t s  of , 4 , .  
c*t)nside-t- the suspended graph obtained from the d iagram by changins the 
clirzctions of a11 edges.  

I'<Jtlstt*uctf?<i in the follo.E;ing u.ay. 
f ; , . . f i i  i r h e r e . ~ ~  .: S and p IS a ;vord of lerigth '$ for which t h e r e  esist a :sori1 Q 

and a n  internal s t a t e  S ,  such that ~ I . X  '. a i = s ~ . .  j . l fsr, ' .al  = p * .  Since a n  
<>!itput sequence h .  p' ( h  e . P I  and a final internal  s t a t e  L ,  uniquely de te rmine  
the preceding internaf s t a t e  > , , *  and the last input l e t t e r o  , we can  s e t  

Instead of the d iagram of - 1 1  one must  

In analogy ivith , 3 .  4.  . the inLerse automaton o f  C l a s s  I1 may b e  
The internal  s t a t e s  of .I!  are all p a i r s  

i . t l . s , , , ~ l , ! ' 1 = 7 ~ ? : , :  

6, ! ! \ ,  . I:'l.b ) -= i o ,  , p' i. I. (21 

,,shere I: is the  final sect ion o f  the \vortl 

Lvay .  
Let 2 1  ,, . p i  denote .:he s e t  of a l l  Internal states .<, ' k  S ,  s u c h  that t h e r e  

..,-;ists a \ v o t d  a of 1engt:i !'with the property 1xb(s1 ' . ? I  - 2 1  . i . ~ ( s ~ ) ' , a i i f i * .  
L.t.t :!lils) , PI denote the set of a l l  Lvurds a of length .L'such that t h e r e  

+:xists an internal  state si.'+ Si with the oroper ty  Si\hr?',zi =SI,.  >.t(si! ' .aI  =@*. 
In  5, u.e studied the possibilityof determining the  internal  s t a t e s  of 

the  i n v e r s e  automaton of C l a s s  I constructed in a u.a>- s i m i l a r  t o  that 
(:onsidered h e r e ,  \while in , 6,,  \ve investigated the select ion of an initial 
internal  s t a t e  for the same automaton. 

[n th i s  paper  we  sh, i l l  consider  the same questig3ns for the inverse  
automatun of C l a s s  11. The proofs  o f  the  len imas  and theorems,  which 
a r e  essent ia l ly  identical t o  the analogous proofs  in , 6;,  will b e  omitted.  

T h e o  r e  111 I .  The  fo!lowing condition is necessa ry  and sufficient 
for an internal  s t a t e  (S I  . p )  of the automaton .-I? t o  sat isfy (1). Let a' b e  a 
n o n e m p r  word and a" a word of length ,L' such  that t h e r e  e s i s t s  an internal 
s t a t e  sti 'k S, with the property 61(s! , ' .a ' ' r* ' )=s~i  ; then t h e r e  ex i s t  an  internal  
s t a t e  sri iz- ir . I  : Z ( s ~ ~ . p j  and a :Lord a"'of length <!' such that t h e r e  i s  an  
internal s t a t e  s! ' 7  S ,  with the  property St  (SI,'. a"'.*') =SI;,,.',.,. i., (SI,', o"'a') = 

i.1 Ist,l. a''u') 

of length V - I .  
In rhr. sequel  .I1 w i l l  a1x.vays denote  the automaton constructed in th i s  

R e m a r k .  -4s for inverse  automata of C l a s s  I, it c a n  be shown that 
for all internal  s t a t e s  ( s L 1 .  gli(fixed sl,, var iab le  p i )  the corresponding internal  
s t a t e  ( s , ~ , ~ ~ , ~ , ~  . p i )  i s  compatible x i t h  ( S I , ,  pIi. 
that i .z(  ( . s l i p  811. 8;) i s  defined, then >.?((slriz-z, ,  , f i t ) $ ? )  i s  also defined. 

Moreover, i f  0. i s  a word such 



D e  f i n i t i o n  3 .  Two internal  s t a t e s  SI, and slj are said to be inversely 
disjoint of o r d e r  ivf if any two internal  s t a t e s  sli‘ and SI,’ and any two words 
6’ and a” of length AI such that ~ I ( s I ~ ’ ,  a’) =slj,bl (sI,’.a”) =slj  sat isfy the 
inequality )bl(s~i’. a’)+Al(s1,’, u”). 

L e  m m a  1. Suppose the internal  s t a t e s  (sli. pi) and (slj, p,) of the 
automaton ,I2 a r e  compatible SI<‘  and SI,’ are two internal  s t a t e s  of the 
automaton A,; let  ai and a j  be two different words of length N in which the 
l a s t  different  l e t t e r s  are in the hi-th position f rom the end of the word, 
such that 

ai(~ii’,at) = sii, 61(st,’,aj) =slj, bl (SI+’. ai) =pi*, ,il(slj’, aj) =p,’. 

Then the internal  s ta tes  sl,’ and SI,’ a r e  inversely disjoint of o rde r  iM. 

noncontradictory with delay N i f  any two internal  s ta tes  sl,‘and slj‘ and any 
two words a‘and a”of  equal length, in which the las t  different l e t t e r s  are 
in the N+l-th position, such that 

11 e f i n i t  i o n  4. Two internal  s ta tes  sli and sl, are said to be inversely 

61 (sli’, a’) = sli, 61 (slj’, a”) =slj, 

sa t isfy the inequality 

L e  m m a 2. Suppose the internal  s t a t e s  (s l i ,  pi) and (slj, pj) of the 
automaton A2 a r e  compatible, sl,’ and SI /  a r e  two internal  s t a t e s  of the 
automaton AI, and a h  is a word of length N, such that 

6I(sli’, a h )  =Sli, 6l(slj’, a k ) = s ~ ~ ,  X I  (Sli’, a h )  =pi*, hi (siI’, a h )  = p,*. 

Then the internal  s t a t e s  s~i’  and slj‘ a r e  inversely noncontradictory with 
delay N. 

automaton AZ a r e  compatible. 
T h e o r e m 2. Suppose the internal  s t a t e s  (slir pi) and (slj, pj) of the 

Then any two internal  s t a t e s  SI: E G(sli, pJ and sljle 6(s l j ,  p,) a r e  
1 )  inversely disjoint of o rde r  M ,  if  the  las t  different l e t t e r s  of the 

correspondiiig words a i E  ?JJl(sli, pi) and aj t ’2R(s1j, pj) are in the M-th position 
from the end of the word; 

2 )  inversely noncontradictory with delay N ,  if  ai=aj. 
T h e 0  r e m  3 .  Suppose tha t forany  two wordsu i t  ~ ( s ~ i . ~ ~ ) a n d a j ~ ~ ( ( s ~ , , g ~ )  

all  the  corresponding internal  s t a t e s  sii‘EG(S1,. p i )  and stj’ E G(slj, pj)  are 

words ai and aj are in the M-th position from the end of the word; 

s t a t e s  ( a i ,  pi)and (slj, pj)  a r e  compatible. 

s t a t e s  (SI,, pi) and (slj, Pj) are equivalent. Then E(sI~, Pi)=W(SIj, pj). 

for  any word a and any internal  s ta te  slf E SI t he re  ex is t s  an internal s ta te  
sli’cS1 such that 61(s1i’, a) =sli. 

1) inversely disjoint of o r d e r  M, if  the l a s t  different l e t t e r s  in the 

2) inversely noncontradictory with delay N, if  al=aj; then the internal 

L e  m m a 3 .  Suppose that A2 is a complete automaton, and the internal  

D e f i n  i t i o n 5. The automaton A ,  is said to be inversely complete if 
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IJ  e i i n i t 1 o n f j .  ’Two internal s t a t e s  and .jl! of the automaton .A are 
i * t d  to be inversely oJmpatible i f  every  word ct and eve ry  two internal 
s t a t e s  ?!,‘and SI , ’  such  chat &(slt‘, a) =SI,. 61(s1!‘. L C I  = S I .  satisfy the equality 
i . i f > l , ‘ , a )  = ;.i(s!#’.cz\. 

Lnb-ersely complete automaton will be called inversely equivalent. 

and  a n  internal state s : , ‘ f  SI such  that 

U e f L n L t I o rk 7 .  ’r‘\t o inversely compatible internal st.ates of an 

1.e ni 111 a 1. Suppose that .siz, sl,,f SI and the re  ex is t  a n.ord a of length .S 

6, IS [ , .  c z l  =sf,’. 

I f  .-I: is a caniplett. automaton. the internal s t a t e s  s l ,and st! are 
invvt’sety noncontradictory with delay .V ,  and sl.; is inversely disjoint of 
~ m i  o r d e r  ,\.I<.&‘ with any in te rna l  s t a t e  sI,” for which t h e r e  ex i s t s  a word 
a” of  length .% (q”-i.r*isuch that 51(s(~”.cz”I =slL’. i.,~~,,,’’,a’’)=i.~(S,~.a~, then s l i and  
p i .  are  inversely compatible. 

I . e m n i a  5 .  Let . - I t  be a n  inversely comple te  automaton. If the 
internal s t a t e s  si, and :’!, are  inverse ly  equivalent, they a re  inversely 
non  cont r ad ic  to t-,v ‘ic‘ ith d elav .$’. 

s t a t e s  
such  that a t  l eas t  one ?f  SI,, a) and 6 i i s I : ,  a) is defined. 
: ’Ccslj ,  fi )=SI and eve ry  two in te rna l  s t a t e s   SI,'^ Zist,.  fix) and s r ) ‘ ~  ,Z(si,, p.isuch that 
..i single word a~ 8 1  sa t i s f i e s  both equalit ies ~ I I S I , ’ , ~ )  =sl,.61(s,,‘.ct) = Y  , a re  
i nve rsely com pat i ble . 

T h e o  r e m  5. Let :1, be  a n  inversely comple te  automaton. Suppose 
that ?;(SI&. f i i )  =!JifS! . f i a t  =%, and eve ry  two internal s t a t e s  sit'< Z ( s L , ,  pi )  and 
’I!, - -c (s I , .  fi ) such  that a s ing le  word cz E:!’; s a t i s f i e s  both equalit ies 6t(sl,’.ctr== 
- .:/ . 61  (SI, ’ .  

(.$I . p . )  are  compatible. 

t:ible of t rans i t ions  and outputs (Tab le  1). 

‘r h e o  r e m  1. Suppose that A I  i s  a complete automaton, the intetnhl 
p , )  and ( $ t i .  fi? are  equivalent, and t h e r e  ex i s t s  a word a of length .V 

Then %Csi,. f i , ) ~  

. -  
_ ,  

= S I  a r e  inverse ly  equivalent; then the in te rna l  s t a t e s  (sle. @ , ) a n d  

I: x a ni p 1 e .  Let ?i=P={O. I ) ,  and le t  the automaton .-Il be given by a 

T?.BLE . 

a b, 0 c, 0 t’ i, 0 h. 0 

f g, 0 e, I b c. 0 u,  I 
n t  - f ,  0 g 

g+ I . h g. 1 d. I 

- 
d - 

I t  can  be shotcn that .-I, is not a n  I L L F  automaton of C las s  I, but r a t h e r  

For fu r the r  ana lys i s ,  i t  is convenient to d raw up a tab le  of in te rna l  

Using this  table .  the table of t rans i t ions  and outputs of the automaton 

P r o  b 1 e m  1.  To find a l l  admiss ib l e  initial in te rna l  s t a t e s  of At, given 

an  ILLk’ automaton of C las s  I1 n.ith N=2. 

s t a t e s  and outputs of At(Tab1e 2). 

.-1 1s eas i ly  s e t  up (Tab le  3 ) .  

that 1- i s  a final internal s t a t e  of AI. 



Clearly, i f  sli i s  a final internal  s ta te  of A I  the conditions of Theorem 1 
a re  satisfied by a l l  internal s ta tes  of AZ of the form(&(sli.  a ) ,  ( J . , ( s ~ i ,  a)), where 
r* i s  an a rb i t r a ry  word of length N .  
I t  is c l ea r  f rom the internal-s ta te  table of A I  that the conditions of 
Theorem 1 are satisfied by the internal  s t a t e s  g and h.. 
it follows that the ro le  of the initial Internal s ta te  of A2 may a lso  be played 
by (g ,  11). 

In our  case  these a r e  ( g s  00)  and ( e ,  10). 

Since %t(g, 1 I )  = { g ,  h),  

TABLE li 

0 

P r o b l e m  2. 

II 

II 

I 

To find a l l  p a i r s  of compatible internal  s t a t e s  of A2. 

Examination of the se t  SQ inimediatelyshows that the following a r e  
pa i r s  of inversely disjoint internal  s t a t e s  of AI ,  of o rde r  1: (a, b);  (a, c ) ;  (a, j ) ;  
(a. ti): (b. d) ;  (b ,  e ) :  (c, d ) ;  (c,  e) ;  (d, t ) :  (d, h); (e, f,; (e .  h ) ,  while the pa i r  (6 ,  g )  is 
inversely disjoint of o rde r  2. 

Apart f rom the pa i r s  of inversely disjoint internal  s t a t e s  of o rde r  MGN,  
the following pa i r s  a r e  inversely noncontradictory with delay N = 2  :(a, e ) ; (b ,  f ) ;  
(c, i?); (c. h ) :  (g. h ) .  
table of the automaton A I .  Consideration of the s e t s  %Ul(sti. p i )  and C(sl i  p i )  and 
the above pa i r s  of inversely disjoint and inversely noncontradictory internal 
s ta tes  of A I  shows that the following internal  s ta tes  of A2 a r e  compatible 

This  can be establ ished by examining the internal-s ta te  
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FINDING THE INITIAL INTERNAL STATES  OF THE 
INVERSE AUTOMATON BY EXAMINING THE 
OPERATION OF THE ORIGINAL AUTOMATON 

It is  shown that an internal state of  the inverse automaton can play the role of the initial state 
i f  and only i f ,  after output of the word characterizing the state under consideration, the corresponding 
internal state of rhe original automaton passes into internal states i n  a definite way related to the 
initial internal state of the original automaton. 

Consider two par t ia l  Mealy automata A I  and A * ,  with the following 
alphabets of internal  s ta tes ,  inputs, and outputs: 

S I = ~ I I , .  . . , sinl) ,  %={ai, . . . , 6 1 ,  S = { b i .  . . . bd, 
SZ={SZI, . . . , ~zn,}, B={bi,. . . , bJ ,  8={a1,  . . . , am}  

and the following output and t ransi t ion functions: 

for 

W e  a s sume  that for  any pa i r  (sl i ,  a , )or  ( S X ,  b j )  the t ransi t ion function and 
the output function a r e  e i ther  both defined or both undefined. 

The l e t t e r s  ct and B (with or without p r i m e s  and/or  subscr ip ts )  will 
denote words on the alphabets % and b, respectively. The functions i .  and 
6 i ( i = l .  2) a r e  defined in the na tura l  way for  words  on the alphabets a and b. 

internal  s ta te  Spj E Sz such that for  any word a: of length Nand any word CY there  
is a word a“ of length N with the proper ty  

D e f i n  i t  i o  n . Suppose that for  any internal  s t a t e  sii E SI the re  ex is t s  an 

h z ( S z j ,  h i (s l i ,  aa’)) =a”a, (1) 

then the automaton AZ is said to  be inverse  to  the automaton A l  and the 
number N is called the delay. 

sui table  Szj, exis t  for  an initial internal  s t a t e  s l i o .  

always impl ies  that the function is defined for  the pair (sli, a). 

R e m  a r k  1. If A ,  is an  initial automaton, i t  suffices to r equ i r e  that a 

R e m  a r k 2. U s e  of the notation AI ( S I < ,  a )  ( s imi la r ly  for  k2, 6 1 ,  62 ), 



For a given automaton A, ,  the ex is tence  and construction of the inve r se  

In ,“2;., the a u t o m a t m  .-I2 was constructed as fol1ou.s. 
automaton and de termina t ion  of the delay w e r e  studied in ; I ,  2,‘. 

o f  . - 1 ~  are al l  p a i r s  (S I< .  $1, where S I ,  4 S !  and p i s  a word of length .V such  that 
t h e r e  ex i s t s  a word a for which i.l(sli.a)=@. 

Suppose that the  automaton inve r se  to A, ,  with delay .V, exists;  suppose 
fu r the r  that we know a?  initial s t a t e  SI;, and an  output sequence @ b j ( b j  <“)of 
length . V + l  emitted by ;he automaton A I  when the  l a t t e r  s t a r t s  f rom the  
in te rna l  s t a t e  S I , .  

.-I, is uniquely de te rmined .  

The internal s t a t e s  

Then the f i r s t  l e t t e r  a ,  enter ing  the input of the automaton 

The following are  the re fo re  well defined: 

i.j((stt, @). 6 : )  =ut  ,.  SI^, @). 6 , )  = (61(s1(,  u,,). p’h,).  ( 2 )  

where p’ i s  the final sec t ion  of length .V- 1 of the word @. 
This  automaton .-I2 i:; i nve r se  to A ,  if and only if for eve ry  in te rna l  s t a t e  

of A I  t h e r e  ex i s t s  a n  in te rna l  s t a t e  of .12 satisfying (1) (see a l s o  Remark I ) .  
However, no s imple  c r i t e r ion  is given in / 2 /  to  de t e rmine  when th is  

is poss ib le  and how to choose the corresponding initial internal s t a t e  of ,-Iz 
(of course ,  the problern m a y  b e  solved by s imply  checking all internal 
s t a t e s  1. 

This  problem is the subject of o u r  paper .  
Let  SI?. @)denote  the s e t  of all words  a such  that  SI,, a)=@. 
T h e o  r e m  . An in te rna l  s t a t e  (SI.,, @ )  of the automaton A2 sa t i s f i e s  (1) if 

and only i f  for eve ry  wDrd a’and eve ry  word a”of  1engthNsuch that%i(st,, a‘a“) 
is defined t h e r e  exist  a word a,+,-c!lR(slj.@)and a word a’” of length N with 
the proper ty  

i.1(6t(slJ, a,,a*), a‘a”’) = i . t ( s ~ ~ ,  a’”‘). ( 3 )  

P r o o f . S u f f i c i e n  c y  . If the condition is sat isf ied,  equality ( 3 )  
impl ies  

>.t(slj, a,.,*a’a”) =p hi(s t i ,  a’a”). (4  

By construction of the automatonA2: 

or, in view of (3): 

This pro7 
N e c e  

condition 
word  a“ c 
length N 

rres 

of 
,f 11 

s s  
tha 
i t y  
the  

engt 

kC(stj, f i ) ,  X t ( s i i ,  a’a“)) = a a p a * a ’  

.t ( I )  is true.  
’ .  Let the  in te rna l  s t a t e  spj=(stj, p) 
t heo rem false, Le., there ex i s t s  a 

:h N such that for any word a E LlR(stj, 

satisfy (1). 
nonempty 
p) and any 

Assume the 
word a’ and a 
word a“’of 

h t ( S ~ ( s ~ j ,  a ) ,  a’a’”)# ht(sti,  a‘“‘) 
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W e  consider  two cases .  
C a s  e 1. The re  exis ts  aword  a”‘ of length Nand words a E m(sij, 0) and 

ai’(al’fa’) such  that 

Then, by ( 2 )  we have 

k Z ( ( S , j ,  P ) ,  h l (S , i ,  a’a”))=aa;i’+aa’. (9) 

C a s e 2. There  a r e  no words a”’, a,  and al‘ satisfying (8). ‘lhen 

These contradictions prove the theorem. 
It follows from the proof that for a l l  internal  s t a t e s  of t h e  form (s l i ,  p,)’> 

(fixed s i t ,  var iables  P I )  the corresponding internal  s t a t e ( h  (S i? ,  a.,.- ), 8 1 )  is 
compatible with(sii, PI). Moreover,  i f  L Z ( ( S I + ,  P I ) ,  6 2 )  is defined for some 
word 0 2 ,  then h 2 ( ( 6 1 ( ~ 1 j ,  a,*,-), p i ) ,  8 2 )  is a l so  defined. 

(ai(slj,  a,.,.), P I )  are equivalent. 

automaton A I  by Table 1. 

hz((s1,. P ) ,  hl(sii,  a’a”)) are not defined. 

If AZ is a complete automaton the above internal  s t a t e s  (sii. P I )  and 

E x a m p l e .  Let SI={a, b, c, d, e, ), g, h), X= a={O, I ) ,  and define the 

TABLE 1. - 
l o I I I I  l o b  

a b, I c. 0 e h, 1 c, 0 
b a. 0 f .  0 f c. 1 b, 0 
C 4 I e, 1 g e, 0 d. 0 
d b,  1 l?. 0 h f. 1 a,  I 

The inverse automaton A P ,  constructed by the method of 1 2 1 ,  is then 
given by Table 2. 

TABLE 2.  

o I I I l  

P r o b  1 e m  . To find all internal  states of A2 which can be initial s ta tes ,  
if  the initial s t a t e  of the automaton A i  i s  a. 

” sl, is any internal state of Alfor which we require an internal state of AI satisfying ( I ) .  
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The condition of the theorem mus t  hold for those internal  s t a t e s  of -4. 
such that the f i r s t  e lement  S I >  sa t i s f i e s  61(s~,.. a ) = a  with s o m e  u o r d  c1 of 
length .V(=2). Examination of the t ransi t ion table  of Cl l  eas i ly  shows that 
t h e s e  s t a t e s  a r e  a. d. e ,  and f .  

L V e  can now s a y  that any of the following internal  s t a t e s  can  be initial 
s t a t e s :  (a ,  !Ob: ( t l .  I O ) ;  (<. 1 1 ) :  ( f . 00 ) .  

Since the internal  s t a t e s  (a,01) and (e, 01) are equivalent,  as  a re  (a ,  10) 
and ( d ,  I O ) ,  it t'ollows that the f i r s t  e lement  sljof an  initial s t a t e  of A 2  m a y  
a l s o  b e  such  that 61(s l , .a1)  =d and 6 1 =  (ski ,  a2) = e  for some words  a1 and an of 
length 2. A s  before,  it t u r n s  o u t  that the apprnpr ia te  internal  s t a t e s  of A ,  
are  a. d, e, and f .  Th? corresponding s e t  of internal  s t a t e s  of .A2 is: ( u ,  011; 
(d .00 ) ;  (e ,  01); ( f .  l i ) .  

checking, t he  p roces  3 i s  never the less  qui te  laborious,  as i s  evident from 
the example. 

Though o u r  theorem somexi-hat r educes  the necessa ry  amount of 

B i  bl i o g  r a p  hy  

1 .  

2 .  I r e  n , Sh. Ob avtoniatakh konechnogo poryadka bez poter i  informatsi i  

L e  v e n s h t e i n , V. I. Ob obrashcheni i  konechnykh avtomatov (On 
Inversion of Fini te  -1utomata). -DXK SSSR, 147 (6) :  1300. 1962. 

(On Infor,ma'.ion-lossless -1Iutomata of Finite Order ) .  
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T . A .  F r a n t s i s ,  G .  F .  Y a n b y k h  

AUTOMATIC ERROR CORRECTING IN 
DISCRETE AUTOMATA 

self-correcting codes are applied to synthesis of asynchronous logical automata by the method of error- 
correcting inertial subcircuits. 

I INTRODUCTION 

Reliability of operation is one of the m o s t  important proper t ies  of any 
automatic device. However, high- re l iabi l i ty  automatic devices  cannot 
be constructed f rom elements  of l imited reliability unless  redundancy is 
intr  cduced. 

In this  paper  we consider  the introduction of redundancy based on the 
application of se l f -cor rec t ing  codes,  sui table  for  e lectronic  d i sc re t e  
binary finity automata.  

I 

There  a r e  two approaches to the evaluation of reliability / 1 1 :  
1. 

2. 

Reliability i s  defined as the probabili ty of failproof operation of the 
en t i re  automaton for  given failproof probability of i t s  component e lements .  

Reliability is defined a s  the maximum admissible  number of s imul-  
taneously faulty component e lements .  Conditions governing faults in the com- 
ponent e lements  may be ei ther  specif ic  ( l is t ing the component e lements  in which 
faults a r e  allowed), or general  (specifying the number of e lements  in 
which occurrence  of faul ts  does not affect operation of the automaton).  
The only difference between these  approaches i s  methodological, for  the 
fai lure  of some  number of component e lements  is intimately related to 
tho probabili ty of this  event, in other  words,  the  l a t t e r  is an es t imate  for  
the former .  

since, knowing the failproof probability, one can compare  the rel iabi l i ty  of 
var ious  devices .  

Giveii the 
required rel iabi l i ty  of the automaton, the rel iabi l i ty  of the component 
e lements  available for  the synthesis ,  and the functional c i rcu i t  of the 
automaton, one can de termine  the total number of e lements ,  or the specif ic  
e lements ,  in which faul ts  should not affect the operation of the automaton 
as a whole. 
e r r o r s :  

1) The r e l ay  r e m a i n s  closed even though the winding is not energized. 
2)  Contacts remain  broken even though the winding is energized. 

T h e  f i r s t  approach is sui table  for  the genera l  descr ipt ion of an automaton, 

In automata synthesis ,  the second approach is m o r e  suitable. 

M. A. Gavrilov has  considered cor rec t ion  of two types of 



In g e n e r a l ,  t h i s  c c , r r e s p o n d s  t o  t h e  a p p e a r a n c e  of a s i g n a l  "one" 
i n s t e a d  of " z e r o 1 '  (or v i c e  v e r s a )  a t  t h e  o u t p u t  of t h e  c o m p o n e n t  e l e m e n t .  
tn m u l t i s t a g e  a u t o m a t a  o n e  m u s t  distinguish b e t w e e n  t w o  t y p e s  o f  error's - 
f a i l u r e s  a n d  m a l f u n c r i o n s .  
s t a t e  in  x h i c h  n o  c h a n g e  of inpu t  s i g n a l  c a n  a f f e c t  t h e  o u t p u t  s i g n a l ;  if t h e  
s i g n a l  a t  t h e  o u t p u t  of' t h e  f a u l t y  e l e m e n t  i s  "one, I '  w e  say t h a t  t h e  e l e m e n t  
is s h o r t - c i r c u i t e d :  
<Jpen-Cit+CUitCd. By m a l f u n c t i o n  b v e  m e a n  a s i t u a t i o n  in  w h i c h  a c o m p o n e n t  
e l e m e n t  p r o d u c e s  t h e  w r o n g  s i g n a l  at some s t a g e  of t h e  o p e r a t i o n  of t h e  
a u t o m a t o n .  In t h e  s e q u e l  w e  s h a l l  u s e  t h e  t e r m  "error" for b o t h  t y p e s ,  
u n l e s s  e x p l i c i t l y  s t a t e d  o t h e r i v i s e .  

LL'e m a k e  t h e  f o l l o w i n g  a s s u m p t i o n s  c o n c e r n i n g  e r rors  in  c o m p o n e n t  
e l e m e n t s :  

1) .an error in one  c o m p o n e n t  e l e m e n t  a t  some  i n s t a n t  is i n d e p e n d e n t  
of errors in o t h e r  c o m p o n e n t s  a t  a n p  i n s t a n t  of t i m e .  

1 )  A m a l f u n c t i o n  in  a c o m p o n e n t  e l e m e n t  is i n d e p e n d e n t  of p r e v i o u s  
m a l f u n c t i o n s  in  t h e  same e l e m e n t .  

In o t h e r  w o r d s ,  f a u l t y  o p e r a t i o n  of some c o m p o n e n t  e l e m e n t  d o e s  n o t  
a f f e c t  t h e  n o r m a l  o p e - a t i n g  c o n d i t i o n s  of t h e  o t h e r  e l e m e n t s ,  t h e  s o u r c e  
of t h e  f a u l t  is t o  b e  found i n  t h e  e l e m e n t  i t s e l f .  

. j i m u l t a n e o u s  error  in  t h e  o p e r a t i o n  of s c o m p o n e n t  e l e m e n t s .  

o u t p u t  s i g n a l s  Z, s e t  o f  i n t e r n a l  s t a t e s  Q, a t r a n s i t i o n  f u n c t i o n  cp a n d  a n  
o u t p u t  f u n c t i o n  i .  An:: a u t o m a t o n  m a y  b e  c o n s t r u c t e d  from f u n c t i o n a l l y  
c o m p l e t e  e l e m e n t a r y  a u t o m a t a ,  a. i th t w o  i n t e r n a l  s t a t e s  c o r r e s p o n d i n g  t o  
tLvo d i s t i n c t  o u t p u t  s ig :na l s  , 2 , ,  a n d  l o g i c  c i r c u i t s  w h i c h  r e a l i z e  t h e  
t r a n s i t i o n  a n d  o u t p u t  t 'unct ions.  

The c o m p o n e n t  e l e m e n t s  w e  s h a l l  u s e  a r e  i l l u s t r a t e d  in  F i g u r e  1. 
l i n k i n g  t h e s e  c o m p o n e n t s  o n e  m u s t  a v o i d  a n y  d i r e c t  c o n n e c t i o n  b e t w e e n  
t h e  o u t p u t s  of t w o  or more elements. 
only t h r o u g h  a n o t h e r  c l e m e n t .  

By f a i l u r e  of a c o m p o n e n t  e l e m e n t  w e  m e a n  a 

c o n v e r s e l y ,  i f  t h e  o u t p u t  i s  " z e r o ,  ' I  w e  say t h a t  it i s  

In s u c h  a s i t u a t i o n  w e  shall  u s e  t h e  t e r m  s - f o l d  error t o  m e a n  a 

E v e r y  a u t o m a t o n  i:; c h a r a c t e r i z e d  by  its set of inpu t  A igna l s  .Y, s e t  of 

In 

S u c h  a c o n n e c t i o n  m a y  be m a d e  

E~.-er\p a u t o m a t o n  s i t i s f i e s  t h e  r e l a t i o n s  

Q ( t + r )  =v[Q(O. x(41; 
Z ( f )  = A Q ( t ) .  x(t)I, 

',', t1t.t-c X ( t )  is t h e  input  s i g n a l  at t h e  i n s t a n t  t ,  Q ( t )  t h e  i n t e r n a l  state at t h e  
i n s t a n t  t ,  Z ( t )  tht .  o u t p i t  s i g n a l  a t  t h e  i n s t a n t  t ,  and  Q ( t + r )  t h e  i n t e r n a l  s t a t e  
3 t  t h e  f<JlloiVinfl i n s t a n t  t + r .  

.:.hii,h t h e  input  s i g n a l + .  :vhii-h a r e  p u l s e s .  c a n  a p p e a r  onl;; a t  fixer1 in t e rL- s l s  
i ~ t '  l eng th  7 .  

fi,n<,ti(-)ns ( o r  t r a n s i t i o n  f u n c t i o n s )  o f  t h e  e l e m e n t r a r y  a u t o m a t a Q < :  

In t h i s  p a p e r  w e  s h a l l  r e s t r i c t  o u r s e l v e s  t o  s v n c h r o n o u s  a u t o m a t a ,  i n  

'l'he t . r ans i t i< )n  funcstion o f  t h e  a u t o m a t o n  is t l e t e r m i n e d  by t h e  e x c i t a t i i J n  
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FIGURE I. 

a - AND-element: b-OR-element: c-addition mod 2 ;  
d - NOT-element; e - elcmentary automaton: f - delay 
element ,  with t ime  delay T; g - two-input trigger(1 - 
"one" output,  0 - "zero" output); h - complementing 
trigger: i - threshold element ,  with threshold -q : J - 
gate  ((1 - control signal). 

Component e lements  of the automaton: 

The fo rm of the function F in (1) depends on the internal  s t ruc tu re  of 
the elementary automaton; in general, each e lementary  automaton is 
specified by a t ransi t ion table. 

(F igu re  2): 

automaton, consisting of e lementary automata. 

The functional c i rcu i t  of the automaton may be divided into two pa r t s  

1) A circui t  conveying information about the internal  s ta te  of the 

2 )  A c i rcu i t  real iz ing the logic functions, consisting of logic e lements .  
The la t te r  in tu rn  may be divided into 
a) a c i rcu i t  real iz ing the output function, and 
b) a circui t  real iz ing the t ransi t ion function (excitation functions of 

the elementary automata). 
This  subdivision faci l i ta tes  the analysis  and synthesis  of the circui ts ,  

s ince the probabilities of e r r o r s  in an elementary automaton and a logic 
e lement  are often quite different. Moreover, faulty operation of the 
circui t  real iz ing the t ransi t ion function entai ls  faulty operation of the 
e lementary  automata. Consequently, f rom this  standpoint we shal l  regard  
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the elementary automaton and the subcircui t  real iz ing i t s  t ransi t ion function 
(assuming that t ransi l  ions occurr ing  in different  e lementary  automata a r e  
independent) as a sing:le internal  subcircui t ,  in which an  e r r o r  in a logic 
e lement  is equivalent to an e r r o r  in the e lementary  automaton. 

x 

I L  I I 

The rel iabi l i ty  of the output function c i rcu i t  is of par t icu lar  significance, 
s ince  it c lear ly  i m p o s i s  a l imi t  on the rel iabi l i ty  of the automaton as a 
whole. 
ANI>, OR,  NOT,  i t s  r,-liability i s  de te rmined  essent ia l ly  by the rel iabi l i ty  
of i t s  output e lement  x-ith respec t  to e r r o r s  of the above types. 
c i rcu i t  mus t  therefore  incorpora te  m e a s u r e s  a imed at improving the 
reliability of the logic e lements  themselves ,  as suggested,  for  instance, by 
Yu. A. Kosarev ; 3 1 .  

a s ignal  "one" only in the p re sence  of a control  s ignal  
in a ga te  are: 

signal; 

p re sence  of a control  signal. 

If the output c i rcu i t  is constructed from logic e lements  of types 

The output 

Another method i s  1.0 employ gate  e lements ,  which allow the passage  of 
3 1 .  Poss ib ly  errors 

1) shor t  c i rcu i t  - a s ignal  "one" is emit ted in the absence  of a control  

2)  open c i rcu i t -a  s ignal  "one" cannot p a s s  the gate, desp i te  the 
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Since the re  a r e  no res t r ic t ions  on connections between the outputs of 
gates, the outputs of all  redundant ga tes  may he connected direct ly  to the 
load. The situation is thus more  analogous to that in devices  employing 
electromagnet ic  re lays  than to that in c i rcu i t s  of ANL), OR, llOT elements .  

2.  A P P L I C A T I O N  OF SELF- C O R R E C T I N G  COUE2S IN 
COIIING T H E  I N T E R N A L  S T A T E S  OF A UISCRETE 
AIJTOMATON 

M'e identifv each internal  s ta te  of the automaton with the corresponding 
se t  of internal s ta tes  of the elementary automata (2. encotred in hlnary 
digits 0, 1, forming a sequence of length k :  

{ t l i } J < =  ((I]. 0.2- 9 a, , ) ,  
where 

Regarding 0 and 1 a s  the elements  of the field of res idues  mod 2, we <:an 
define addition of sequences of length k 

and multiplication by a field element c 

ant1 thus the internal s ta te  of the automaton is character ized by a vector in 
a vector  space vver the field of two elements  0 and 1, the dimension of the 
space being given by the number of e lementary automata. 

Hamming / 5 /  as  one of the f i r s t  papers  in this connection) has  led to 
applications aimed a t  improving the reliability o f  d i scre te  automata. 
Gavrilov has  proved / 1/ that a necessary  condition for rel iable  operation of 
a multistage relay device is that every two s table  s ta tes  must  differ by a t  
least  d single  transitions, where d is defined by the inequality 

The development of the theory of e r ro r - co r rec t ing  codes (we mention 

&I. A. 

d 2 2  s+ 1. ( 3 )  

s being the number of admissible  simultaneous e r r o r s .  
Regarding the encoded internal s ta te  as a vector, it i s  easily seen that if 

is the minimal code dis tance (in the s e n s e  of Hamming) for  the correcition of 
s single e r r o r s .  
the number r of additional parity-check symbols and the number k = n - r  of 
information symbols to the minimal code dis tance d :  

R .R. Varshamov / 6 /  has found an expression relating 
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I ’ r ( . t <  ~ t d ; r i e  to the synthesis  of a redundant automaton: u.e tnust  u s e  (41,  
? i \  en  ’. :tnd ,!, to find the number- / I  of’ ? lcmpntary automata that i,!.ili e t i su t ’ e  
r h v  gi\‘en n u i n b e t ,  of .ntcrnal s ta tes ,  the code dis tance betneen \ thich is <;. 

I?): .1 t n  1) 1 e I .  Cclnsider. synthesis  of a n  automaton Ivith one input :.~ntl 
(WIG oiitput. g i v e n  bv the follou-ing t ruth table: 

r i1 l l .E I 

1 1 ,  1 1 
I 

.k the  elementary automaton i v e  u s e  a delay element, and !he logi, 
c i rcui t  is constructetl f rom e lements  o f  types  AXD,  O K ,  AUT.  The 
ixrc.itation function of the delay element  is g iven  by Table 2 , 2 . .  

Tne automaton c lear ly  cons is t s  of one (delay element  and a logic c i rcui t  
r e a l i z i n g  the transit ion function according to the truth table of the automaton 
and t h e  escitation function of the delay element  (Table  3 ) ;  
Lllusrrnte(l in F igu re  3a.  

th i s  c i rcui t  i s  

T . l i L E  L 

X o w  suppose that t he  s a m e  component e lements  are  to  b e  used in the  
synthesis  of a n  autc’maton real iz ing the  s a m e  table x i t h  cor rec t ion  of s ingle  
errors  in any one cor?ponent e lement  of the t ransi t ion circui t .  By ( 3 )  the  
d is tance  between anv two internal  s t a t e s  of the  autotnaton mus t  be a t  l ea s t  
d = 3 .  In th i s  ca se ,  the inequality (4) c lear ly  impl ies  that  the internal s t a t e s  
of the automaton may  be designated bp- t he  v e c t o r s  000 and 11 1, 1. e., we 
emplo:?- a ( 3 ,  1 )  code. 
result ing automaton a r e  i l lustrated in Table  4. 

The t ru th  table  and excitation functions of the 

Table 4 implies  that the excitation functions and the output function a r e :  

and 

By (5) the excitation functions are  the s a m e  for all e lementary  automata.  
This  is always the case when the synthesized automaton h a s  only two 
internal  s t a t e s  and the excitation function of the e lementary  automaton is 
that given by Table  2. 



d 

X- -Z 

FIGllRF 3. Nonredundant (a)  2nd redundant (b) circuit  of the synthesized 
automaton. 

TARLE 4. 
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The result ing automaton is Il lustrated in € i g u r e  3b. 
U v i o u s l y ,  a l l  single errors in e lementary automata (by elementary 

automata n.e mean delay e lements  and NOT-elements)  are  cor rec ted  in this  
automaton. The operation of the automaton under  var ious  s ingle  errors 
tn  e lements  of the logic c i rcui t  is i l lustrated in Table  5. 
o f  rhe table tndicate:j the faulty e lement  ( the  subscr ipt  i s  the index of the 
element in  F igure  31)) and the type of error ( subsc r ip t  0-open c i r cu i t ,  
1 - shor t  c i rcui t ) .  The  second, third, and fourth columns indicate the 
t.alues of the output function at  the instants  to. ~ O + T  and i n + % ,  respect ively.  
The errors  a r e  asscmed to  occur  at  the instant t o ,  when the automaton i s  in 
j t a t e  z e r o  and "one" i s  applied at  the input; it is also a3sumed that a s ingle  
error In the logic c i rcui t  entai ls  no errors  in the operation of the e lementary  
duromata. Incorrect  values  of the output function are indicated by bold type. 

T h e  f i r s t  column 

T.4RLI: 5. 

~ ~~ 

The automaton circui t  3f F i g u r e  3b is applicable only when the probabili ty 
of error  in a n  e lementary  automaton i s  g r e a t e r  than that of error in a logic 
element.  

To improve the r2liabil i ty of the t ransi t ion c i r cu i t  without having t o  
improve that of i t s  e lements ,  the excitation function of the e lementary  
automata must  be organized in as independent a manner  as possible.  

gate-type e lements  rnay be used. 
To improve the r.2liability of the output c i rcui t ,  t he  above-mentioned 

Equation ( 6 )  may be rewri t ten in the form 

z=Qt(Q:+Q3) + Q 2 4 3 ,  ( 6 4  

according to which the ga t e s  f o r m  the circui t  i l lustrated in F igure  1. 
Signals f r o m  the corresponding e lementary  automata are applied to the 
control inputs of the  gates.  
the load connected to  t h e  output of the circui t .  
c i r cu i t s  f rom t r a n s i s t o r s  w a s  d iscussed  in j 7 1 .  

The gate  inputs rece ive  the input c u r r e n t  f rom 
Construction of ga t e  
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1 I O .  I i o n  . . .  n 

I I  = 

. . .  
0 0 0  . . .  I O 0  0 , . .  1 

. .  

-['tie or thogonal i ty  c o n d i t i o n s  inirili. t h e ,  r e l a t i o n  

QH'=C) 



where hjj i s  the element of the mat r ix  H in the i-th row and the j -th 
column. In our example 

I H =  [ 1 0 1 1 0 1 0  
1 1 0 1 1 0 0  

0 1  1 1 0 0 1  

After computing the code vec tors  of the redundant (7, 4) code, we can 
se t  up the t ruth table for a redundant decimal  counter (Table  8). 
space,  the table has  been constructed for  e r r o r - f r e e  performance of the 
automaton. 
elementary automata each row of Table 8 must  be replaced by 8 rows. 

(0000000) and (0001 11 1) (Table  9). 

automata is extremely complicated (Tables  8, 9). It is therefore  m o r e  
convenient to begin by determining the corrected values of the information 
symbols and to use  these alone a s  the input var iables  for the t ransi t ion 
and output c i rcui ts .  

To save 

To represent  single e r r o r s  in the performance of the 

As  an example, consider all  possible single e r r o r s  in the s t a t e s  

Computation of the t ransi t ion functions of the separa te  e lementary 

a t t  I 

I . . . n  x o v l  I . .  . n 

I . . .  n 

FIGURE 6. Methods for constructing the logic circuits of a redundant 
automaton: 

a - using the states of all  the elementary automata as input variables; 
b - using the corrected values of the states of the information elementary 
automata as input variables; Z - input circuit; D - decoder circuit; 
Q - memory circuit; q - excitation-function circuit. 

Block-diagrams i l lustrat ing the two procedures  a r e  given in F igures  6a, 

If necessary,  this  may be achieved by increasing the 
b. 
a t  a high reliability. 
reliability of the component e lements  themselves.  Synthesis of a decoder 
i s  descr ibed in / 9 / ,  which a l so  gives an example for (7,  4) code. 
excitation functions of the elementary automata a re ,  according to  Table 8: 

It i s  c l ea r  that when the second method i s  used the decoder must  operate  

The 
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FIGURE 7. Redundant decimal counter using a decoder circuit (D) (Exdmple 2). 



3 .  R E A L I Z A T I O N  OF T H E  ESCIT. I \TION F LrNCTIOKS 
USING Ri.4GhETIC DECODERS 

LVhen A X D - ,  O R - ,  KOT-elements  a r e  used as component e lements ,  the 
logic c i rcui t  of the automaton becomes  ex t remely  complicated.  
simplification is achieved by using magnet ic -core  decoders .  
consider  a magnet ic -core  decoder  for d i r ec t  and inverse  code, which we 
call a decoder  of the  f i r s t  type and denote by DC1. 

DC1, and every  combination of input signals,  1. e. ,  every  s t a t e  of the 
synthesized automatcn, h a s  i t s  own output. Suppose, for instance,  that 
t h r e e  t r i g g e r s  are used as e lementary  automata ( F i g u r e  8) ( the notation 
for the coi ls  follows : IO;),  and that it is required to  distinguish between 
the s t a t e s  010 and 001. 
magnetic c o r e s .  
with the  d i r ec t  code o f  the  automaton s ta te .  

inverse  code. 
s t a t e  a r e  connected in series. On the appearance of a clock pulse  ( C P )  an  
emf is produced only in the bvindings of t he  bus corresponding to  the given 
state. 
output. 

In redundant automata the DC1 may b e  used to  de te rmine  the internal 
s t a t e s ,  taking a l l  admiss ib le  errors of the elementary automata into 
account. 

Example 2. 

Table 8, i .e..  one bus for each  row of Table 9. 

Some 
Cr'e shal l  

The s igna l s  of the Plementary automata are  applied to the inputs of the  

Both outputs of each t r igge r  are  provided with 
The c o r e s  of the "zero" output are  threaded in accordance 

The cores of the  "one" outputs are  threaded in accordance 7.vith the 
Buses corresponding t o  the d i r ec t  and inverse  codes of each 

An inve r t e r  is used to  produce the s ignal  a t  the corresponding 
F i g u r e  8 i l l u s t r a t e s  the s t a t e  010. 

E s  a m p l e  3 .  

In this  case (see E'igure 9) t h e r e  are 8 buses  in the DCl for each row in 
All 8 buses  are connected 

&plication of the D C l  to the decimal  counter of 



TABLE !I 



\.ia a n  OK-element,  irhcnce n signal is fed to  the elementary automata,  
. , r h t ? t . e  i t  r ecords  the code of t h e  nest  s ta te .  
< J u t p u t  of the 1>C1 for the i - t h  s t a t e  by y i :  Table 8 yields: 

IS u e  denote the s igna l  at the 

410 =yo + 111 t y2 + y3 + y; + y3 + LIG + y5. 

3 6 

The automaton ( s e e  Figure 9)  does not co r rec t  e r r o r s  in the XOT- and O R -  
e lements  at the outpu1.a of the decoder .  
t r igger  inputs, open ctr shor t  c i rcu i t s  in the magnetizing coi ls ,  and fa i lures  
in  individual co res  ( e .  g . ,  mechanical)  a r e  equivalent to e r r o r s  in the 
elementary automata,  ana can therefore  be cor rec ted .  

and voltage addition, proposed by H. Takahasi  and E. Goto , 11 / ,  with a 
threshold element at each output. 

Errors in the OR-elements at  the 

The number of coi ls  may be reduced by using a decoder  with load shar ing 
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FIGURE 9. Redundant decimal counter using D(:l (Exaniple 3). 



\Ye shal l  cal l  this  :t decoder  of the second type, DC2.  
The number of cores in the DC2 is equal to the number of elementarj-  

automata (see Example 3 ) .  
number of internal  stzttes of the automaton. 
formed by threading the c o r e s  irl the d i r e c t  or inverse  direction, accordiqq 
fo whether the corresponding component of the s t a t e  \-ector i s  one or  zero.  
Efhen a clock pulse  i s  fed through the co re ,  a d i r e c t  or ini 'erse cur ren t  i s  
produced, depending a n  the  s t a t e  of the corresponding elementary 
automaton. 
of the cur ren t  i s  comFatible with the connection of the coil, and a negative 
emf - -e  otherwise.  
corresponding to the given s t a t e  of the automaton. 
automata opera te  wi thmt  e r r o r s ,  the resolution po of the DC2 is 

T h e  number of outputs cor responds  to the 
The circui t  of each output i s  

A positive emf -kc is induced in the output coi ls  if the direct ion 

A!; a resul t ,  the maximal  s ignal  appears  at the output 
If a l l  the e lementary  

I i '  

n 
po= ___ n-9d ' ( 12a) 

.:.here n is the number of e lementary  automata (code length) and d the code 
ais tance.  

obviously reduced to 
I f  e r r o r s  occur  in  1 of the elementary automata,  the above factor  i s  

The code must  be selected with an  eye  to  a value of ps high enough to  
e n s u r e  pract ical  real izat ion of Threshold e lements  Lvith the gil-en resolution. 

T h u s ,  for instance,  ernploying codes with code dis tance d=  J-, obtained b>- 

means  of orthogonal m a t r i c e s  (Hadamard matr ices;)  
n--2s and p.= - 

i n  the ci rcui t  actually .ised. 

Example 2. By (12b). 

2 
12 . ,  one can t a k e  p o = x  

2s + 
The selected value 3f pr depends on the magnitude of the noise  present  

E x  a m  p l  e 3 .  Let u s  apply a DC2 to the  redundant decimal  counter of 

7 - 2 .  I 5 
7-2 .3+2.1  T' P I  = 

Suppose this  value pi= - i s  sat isfactory.  Consequently, the threshold 3 
element  a t  the output must  have threshold q=3e. 
DC2 cor responds  to one internal s t a t e  of the  automaton, the excitation 
functions of the e l e m e r t a r y  automata and the output functions are  again 
given by ( I  I ) ,  where  the ui now denote the s ignals  a t  the outputs of the 
threshold elements .  

Since each output of the 

The resul t ing circui t  i s  i l lustrated in F i g u r e  10. 
An automaton incorporating a DC2 c o r r e c t s  a l l  s ingle  errors in the 

e lementary  automata a i d  all errors equivalent to these (as in Example 3 ) .  
It d o e s  not c o r r e c t  ope.? c i r cu i t s  in the output coi ls  and e r r o r s  in the 
threshold elements .  
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--eta 
GURE 1 I .  Serial adder (Example 5). 
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7’0 permi t  cor rec t ion  of single errors  in the e lementary  automata, the 
tn t r rna l  s t a t e  of the adder  mus t  be encoded, as in Example I ,  in ! 3 ,  I )  
i :rKi  e. 

in Table 1 I .  

s ingle e r ro r  in  an  e lementary  automaton, e i the r  of the aboi-e-mentioned 
decoders  may  b e  used. 
:art? 

-~ Ihe  t ransi t ion function of the r*erlundant automaton i s  then as descr ibed 

l’a determine  the  actual s t a t e  of the automaton, i. e. to c o r r e c t  a 

The  excitation functions of the e lementary  automata 

- 
ivhere Q and Q a r e  the decoder-output s igna ls  corresponding to the s t a t e s  
“zero” and “one”, respectively,  of the automaton. 

nonredundant automaton ( 1 3 ) .  

that o f  the e lementarv  automata; one e i the r  employs one t ransi t ion circui t  
for a l l  the e lementary  automata or pro!-ides each of them \,vith i t s  on-q 
independent c i rcui t ,  a s  indicated above. 

s a m e  as that of the nonredundant adder .  

It IS clear that the escitation function i s  the s a m e  a s  that of the 

Llepending on the reliabil i ty of the logic e lements  in comparison with 

The redundant adder  is il lustrated in F igu re  12. I ts  o u t w t  c i rcui t  is the 

FIGIiHF LL. 

Z - . ‘ ~ i i t x i t  c i r cu i t ;  1.t - J<c~>d<t.  

ti i .dundd.x \ c r i A i  a d i e r  u i i n i .  t & c L v e :  ~ E u ? w , p l c .  .5,; 

Decoders are  a l s o  conveniently used tu de te rmine  the information 
symbols  of the input s ignal  in c a s e s  where  the input s ignal  itself is already 
redundant. 

Ex a m  p l  e 6 .  2c.nsider the synthesis  of a t\so-input s e r i a l  adder,  with 
rhe input s igna ls  encoded in (5, 2 )  code. 





. \iter the inf<>rmation symbols of the  input s ignal  have been de termined  
I J ~  the decoder  !JC 
internal  s t a t e  h>- decoder  L)C 
funi'tions are: 

(see Figure  13)  and the information symbol of the 
1 the  output function and the excitation 2' 

- - -  
i / , <  

4 ,  =!~;(.!--L/?C! i-g;C!+!/AQ: 

Z = < j l ( j - u ,  (1 i < / , ; Q  +I,Q. 

i' L! i u:(J - ( / (  0 +: I , -@ 

- -  

,where !it is a siqnal  a t  t he  output of DC1 corresponding to an input 
information symbol  ( i  is the dec imal  representat ion of the  input 
combination);  g. (2 a r e  the s ignals  a t  the output of DC 2 '  

I a 
9 

-1. !IIUL?'ISTA.GE E R R O R -  CCiRRECTISG 1kIETHOI)S 

In s y s t e m s  for which speed does  not pla,v a dec is ive  role ,  cyclic codes  
a r c  sui table  for encoding the internal  s t a t e s  of an  automaton. Errors are 
then cor rec ted  during t h e  t i m e  interval  between two consecutive 
per formance  cyc les  of t h e  automaton. 
length of the internal-s ta te  vector) ,  the code vec tor  i s  cor rec ted  by the 
cor rec t ing  circui t ,  a r d  by the  beginning of the next per formance  cyc le  the 
automaton is a l ready  in the cor rec ted  s ta te ,  I f  t he  error in question i s  a 
malfunction. The  cyclic c h a r a c t e r  of the code s implif ies  the cor rec t ing  
circui t .  Un t h e  o t h e r  hand, f a i lu re s  cannot b e  cor rec ted  by th i s  method. 

the dec imal  counter  considered in Example  2 to 4 .  To s t o r e  the internal  

Using n subcycles  (where  n is the 

E x  a m  p l  e 7. Let u s  u s e  a cyclic code to encode the  internal  s t a t e s  of 
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I s t a t e s  of the automaton w e  use  a shift reg is te r ,  formed bv connecting 
elementary automata in series. 

OR-elements and a delay element whose function is to prevent simul 

magnet ic-core shift reg is te r .  Since there  a r e  four information S ~ R  

use  the cyclic Hamming (7,  4) code generated by the polynomial x ~ + x * +  I .  

The elementary automaton may be ei ther  a t r igger  with separa te  input 

application of input and shift pulses  to the t r igger ,  o r  one cel l  of a two-stage I I 

The parity-check mat r ix  i s  

1 H = [  i 1 1 o 0 1 0  
1 0 1  1 i o n  

0 1  i i n o i  

This parity-check mat r ix  may be constructed f rom adders  mod 2 
(F igure  14); 
error occurs  in the automaton / 1 3 / .  This signal proceeds to tne shift-pulse 
generator  (SPG) and produces 7 shif ts  in the shift r eg i s t e r .  
combination 001 appears  in the output buses  of the matr ix ,  the faulty symbol 
is cor rec ted  a t  the next s tage by addition of one mod 2. 
the output and t ransi t ion c i rcu i t s  use  only the values  of the information 
symbols  a s  input var iables .  

the mat r ix  (9 )  in the position of the third and fourth columns. 
the positions of the var iab les  Q3 and Q4 in equations (10)  a r e  interchanged. 
The t ime interval  between two input pulses  must  be sufficient to allow for  
7 shif ts  in the reg is te r ,  i f  necessary .  

Here the delay elements  in the feedback circui t  of the automaton 
(F igure  4) have been replaced by AND- elements  whose second input 
receives  a timing pulse ( T P )  a f te r  the e r r o r  has  been corrected.  

If one must  allow for  malfunctions in the r eg i s t e r  in the course  of the 
parity-check shifts, one or more  additional checks must  be provided. 
this  end, one may ei ther  reduce the frequency of the input signals, i .  e. ,  the 
performance cycles  of the automaton, o r  increase  the frequency of the shift 
pulses. 

To lessen  the influence of malfunctions in the course  of the parity-check 
shifts (especial ly  if  the  shift r eg i s t e r  contains a l a rge  number of e lementary 
automata), the parity-check mat r ix  should be replaced by an e r ror -de tec t ing  
circui t  which divides the s t a t e  vector  by the generating polynomial, together 
with a decoder a t  the output (F igure  15). 
or  DC2. 
automata in the form of magnet ic-core shif t - regis ter  cells and adders  
mod 2. 

Using a pulse dis t r ibutor  P, signals  a r e  fed into the division circui t  
successively from all the elementary automata. 

If the sequence character iz ing the internal s ta te  of the automaton is not 
divisible by the generating polynomial, i. e . ,  an  e r r o r  has  occurred,  the 
faulty symbol in  the sequence may be determined according to the remainder  
and then cor rec ted  . 
the contents of the division-circuit ce l l s  into the decoder. 
t ransi t ion c i rcu i t s  in F igure  15 a r e  the s a m e  a s  in Example 7. 

a signal appears  a t  the output of the mat r ix  whenever a single 

When the 

A s  in Example 2, 

Note that th i s  ca se  is slightly different, for the mat r ix  (14) differs  f rom 
A s  a resul t ,  

To 

The decoder may be ei ther  DC1 
The division circui t  is conveniently constructed from elementary 

~ To this  end, the parity-check shif ts  are followed by a signal which feeds 
The output and 
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In this automaton, as before,  the input signal may be changed only af ter  
the err(jt' in the cu r ren t  internal state h a s  been corrected.  The remainder  
pr~ i . t~ .c -Js  from the di\.ision circui t  to the decoder  a f t e r  appearance of a 
signal A .  

The neetl for a decoder  at the output of the division circui t  may b e  
rti.oided by using a shift r eg i s t e r  Pvith a unit in one cel l  as dis t r ibutor .  

The shift r eg i s t e r  of such a dis t r ibutor  contains as many ce l l s  as the re  
a t ' i  clenientary automata.  
by the generating polynomial and the remainder  obtained, shif ts  occur  in 
the dis t r ibutor  and the division circui t  until the  s ignal  001 appears  at the 
output  o f  the latter. 
( i isrributor indicates the elementary automaton in which the e r r o r  h a s  
oc:~*u I' red.  

After the internal-s ta te  \.ector h a s  been dit-ided 

'The position of the unit in the shift r e g i s t e r  of the 

I t  is c l e a r  f rom the examples  considered above that in each specif ic  
i';ise the method employed fo r  encoding and decoding the internal s t a t e s  of 
the automaton depends on the relat ive rel iabi l i t ies  of the memory  e lements  
and the logic e lements .  
Lnadequate, the reLLability of i t s  eLements must  be increased by s a m e  
method, and the circui t  itself constructed f rom gate  e lements .  

Ifhen the reliabil i ty of the output c i rcui t  i s  
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T .  A .  F r a n t s i s  

ERROR CORRECTING IN ASI-A'CHRONOL'S rlC'TOJIrlTrl 

In , 1, 2, we considered the application of se l f -cor rec t ing  codes to 
improve the reliabi1it:i of s ing le-s tage  and mult is tage synchronous automata.  
In the present  paper  se l f -cor rec t ing  codes a r e  used for  cor rec t ion  of s ingle  
errors in asynchronocs logical automata synthesized by the method of 
iner t ia l  subc i rcu i t s  / 5 # ,  4,' on the bas i s  of t ruth tables or s t a t e  d iagrams.  
The memory  elements  of these automata are iner t ia l  subcircui ts  (IS) 
(F igu re  1, a)  which both s t o r e  and p r o c e s s  information. 
standpoint, an IS plays the ro le  of a single t ransi t ion circui t  ,'2; in a 
synchronous automaton, consisting of an e lementary  automaton and i ts  
excitation-function circui t .  

From this  

A,  , ,  A, 

FIGURE 1. Block-diagram of an  asynchronous 
automaton: 
a - nonredundant: b-redundant (IS - inertial 
subcircuit: D -decoder circuit; Z - output circuit; 
x i (  n the redundant automaton)-corrected 
value of the IS output signal XP). 
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Apart  f rom the iner t ia l  subcircui ts ,  the  automaton contains an  output 
c i rcu i t  whose inputs rece ive  the input s ignals  of the automaton and the output 
s ignals  of the IS. 

e r r o r  in some  logical c i rcu i t  o r  individual AND-,  OR-,  NOT-element w e  
mean the appearance of the wrong s ignal ,  z e r o  o r  one, at the corresponding 
output. 

one IS, the different IS mus t  be mutually independent. 
vector  addition and multiplication by an element  of the field GF(2), the  s e t  of 
output s ignals  of an IS may be regarded  a s  a vector  over  th i s  field. 

W e  sha l l  ca l l  the output s ignals  of the nonredundant IS information 
symbols, and those of the redundant IS - pari ty-check symbols .  The 
required number of IS is determined by methods of the theory of se l f -  
cor rec t ing  codes in the s a m e  way a s  the number of e lementary automata in 
synchronous automata / 2 1 ,  

The output vec tor  of the IS of the redundant automaton proceeds  to the 
decoder  c i rcu i t  (D) (F igu re  1, b), which is a l so  used in s ingle-cycle  
automata / 11. 
information signals, which in turn  proceed to  the inputs of the output 
c i rcu i t  Z and the corresponding IS. 

Jus t  a s  in s ingle-cycle  c i rcu i t s ,  it is obvious that the decoder  D mus t  
have a higher degree  of re l iabi l i ty  than the r e s t  of the automaton, s ince  
otherwise the introduction of redundancy by th i s  method becomes 
meaningless. 

u s e  the coding table  of the synthesized automaton 1 3 1 ;  this  table  is 
constructed f rom the t ruth table  and indicates  what conjunctions a r e  
involved in each IS. 
many columns as t h e r e  are par i ty-check IS. 
check-IS s ignals  are found by summing the  corresponding values of the 
IS-information s ignals  in one row, according to  the specif ic  par i ty-check 
ma t r ix  selected 11, 2, 3 1 .  

independent and t ime  - dependent automata. 

i l lustrated in F igu re  2, with cor rec t ion  of e r r o r s  in any s ingle  IS. 
Undesirable competition is prevented by f i l t e rs .  

In the sequel  we sha l l  consider  the cor rec t ion  of e r r o r s  in any IS. By an 

To prevent  an e r r o r  in a s ingle  logic e lement  from affecting m o r e  than 
By introducing 

The decoder  c i rcu i t  produces the cor rec ted  values  of the IS- 

To determine  the s t ruc tu re  of the par i ty-check IS, it is convenient t o  

The coding table of a nonredundant automaton has  as 
The values  of the par i ty-  

A s  examples, we consider  cor rec t ion  of a s ingle  e r r o r  in t ime-  

E x a m p l e  1. Synthesis of the automaton whose s t a t e  d iagram is 

Table 1 is the t ruth table  based on F igu re  2. 

TABLE 1.  



The t ruth table yields the follou-ing sys t em of equations: 

- 

1 x, =:I 1.4: + .-l :.&.Y,; 
,t 2 = .4 I .A* i .i , cl.,Y*: 
z = ‘4,A?.Vt i ’ 4  1.12.Y?. 

- -  - 
- - 

The corresponding z.utomaton i s  i l lustrated in F igure  3. 
The codingtab le  of the nonredundant automaton is given in Table  2. 
Since the re  a r e  two IS, w e  see ,  following ; 5, ,  that t h ree  par i ty-check 

IS a r e  needed for  s ingl t?-error  correct ion,  i. e . ,  a (5,  2 )  code i s  used. 
Using t h e  par i ty-check ma t r ix  

1010n 

- OIOOl 
H= ilriio I, 

w e  find the output functions of the par i ty-check IS: 

We add two columns to  the coding table (Table  2)  in accordance with (2), 
to  obtain the coding table  of the redundant automaton (Table  3 ) .  
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-4ccording to Table  3, the equations for  the IS of the redundant automaton 
(taking into account that a l l  subcircui ts  mus t  be independent) a r e :  

To compute the syndrome (see Ill), the decoder  c i rcui t  must  be based 
on the equations 

1 SI = XI*@&*; 

s 2 = X 2 * @ X 2 *  e X 4 * ;  

s3=X**@X5*. 
(4) 

It is c l ea r  f rom equations (4 )  that the value of the syndrome correspond-  
ing to an e r r o r  in IS, (wrong value ofX1) is (110), while for  IS, it is (011). 
Consequently, for  the e r r o r  vector  we can wr i te  

The c i rcu i t  of a redundant automaton based on (3-5) is illustrated in 

E x a m p l e  2. Synthesis of a time-dependent adtomaton, with e r r o r  
F igure  4. 

correct ion in any one iner t ia l  subcircuit. 
eliminated by fi l ters.  
the input of the automaton rece ives  a signal in the form of a single pulse 
of duration T, the output of the automaton must  emit two pulses  of the 
s a m e  duration z; when the input rece ives  two pulses  of equal duration T, 
the output must  emit  a single pulse. 
a s sume  that the pulse duty factor  is 
to i t s  original s t a t e  a f te r  a t ime 4 T .  

ei ther  delay elements  with delay z, or the introduction of an additional 
input which rece ives  a s ignal  f rom a rectangular-pulse  generator .  

appearance of the input signal coincides with the appearance of the 
supplementary rectangular  pulse. 
output s ignals  are i l lustrated in F igure  5. 

Undesirable competition is 
The automaton opera tes  in the following way. When 

To simplify mat te rs ,  we shal l  
Thus, the automaton must  re turn  

According to /3,4/, synthesis  of a time-dependent automaton requi res  

In this  example we shal l  apply the second method, assuming that the 

The t ime d iagrams of the input and 
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FIGlrRE 4 
iExsmplc 1). 

Circuit - 7 f  redundant automaton 

-7 A 
F I X R E  5. 
Example 2 :  
a .-one pulte a t  the input; b - two p u k s  a t  the input 
< .:I - input signal; k -supplementary rectanqulac 
pulses; 2 -output signal). 

T ime  d i a g r a m  for the automaton of 
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FIGITRE 6. State diagram for t ime- 
dependent automaton (Example 2) .  

The s ta te  d iagram of the synthesized 
automaton is i l lustrated in F igu re  6. 
initial s t a t e  is %. 
possible t ime lag between the appearance of the 
initial basic  and supplementary input s ignals  - 
i t  provides f o r  t ransi t ions f rom the s ingle-  
valued s ta te  a and the two-valued s ta te  X I  to the 
s t a t e  X J ,  which charac te r izes  the appearance of 
the f i r s t  output pulse. Moreover, if a noise- 
signal appears  a t  one of the inputs in the initial 
s t a t e  of the automaton, the la t te r  r e tu rns  to 
this s t a t e  a f te r  the noise has  disappeared - the re  
a r e  t ransi t ions f rom XI and a to Z .  

following t ruth table (Table  4).  

The 
The d iagram allows for  a 

The d iagram of F igure  6 corresponds  to the  

Table  4 corresponds  to  the equations 

XI=> R X z + A  R X I ;  
X ~ = A I ? X ~ + A  R X 3 ;  

X 3 = A  R X2i-A R XI + A  R X 3 + A  R; 
Z = A  R X j f d  R X , .  

The nonredundant automaton based on equations (6 )  is i l lustrated in 
F igure  7. It contains th ree  information IS, and therefore ,  according to 
1 5 1 ,  we need th ree  par i ty-check IS, constructed on the bas i s  of the 
following par i ty-check matr ix:  

H = [  1 1 0 1 0 0  I O I O l O ]  

0 1 1 0 0 1  

According to the ma t r ix  H,  the  par i ty-check IS must  compute the 
functions 

I x, = XI e x z ;  
x 5  = XI e x 3 :  

x6 X 2 e x 3 .  

In view of ( 6 )  and (7) ,  the coding table of the redundant automaton is 

It is c l ea r  f rom Table 5 that the par i ty-check IS of the redundant 
that given in Table 5. 

automaton r ea l i ze  the following functions (a f te r  simplification): 

I 
1 X 4 * = A  R X l + A  R X 3 ;  

x*5 = '4 + R + Xa; 
X S *  = A  X I  + R .  

By 1 1  the  syndrome circui t  mus t  compute the following functions: 

(9) SI = X 1 * e X 2 *  ex ,*;  
sz = X 1 * @ X 3 * @ X 5 * ;  

s3  = x z *  e x 3 8  ex,*. 
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IGC‘RE 7 .  
utomiton (Example 2) .  

Circuit of nonredundant time 

1 
1 
1 
I 
I 
1 

TABLE 5. 

I 

I 
0 
I 
0 

. I  

le pe nde nt 

Following / 1 j ,  the e r r o r  vector  derived from (9) is given by the equations 

69 



The circui t  of the redundant automaton based on equations (6, 8, 9, 10) is 
illustrated in E’igure 8. 

FIGURE 8 .  (:ircuit of redundant time-dependent automaton (Example 2). 

CONCLUSION 

In synthesizing asynchronous automata, u s i n g  self-correct ing codes to 
increase  reliability, the question a r i s e s  ( jus t  as in the case  of s ingle-s tage 
c i rcu i t s  / 11) a s  to decomposition of the automaton into independent 
subcircui ts  l a rge r  than iner t ia l  subcircuits. 
decomposition requi res  fur ther  investigation, employing computers. To 
increase  the reliability of the output c i rcui t  of an asynchronous automaton 
one must  apply the methods descr ibed in / 2 /  for  synchronous automata. 

Increase in the reliability of the redundant automaton as a whole, when 
the la t te r  i s  synthesized by the above method, depends on the complexity 
of the nonredundant automaton (i. e . ,  on the number of iner t ia l  subcircui ts)  
and the complexity of the individual logic elements. 
single- s tage circui ts ,  the m o r e  complicated the nonredundant automaton 
and the m o r e  rel iable  the individual logic element, the g rea t e r  the increase  
in the reliability of the redundant automaton in comparison with the 
nonredundant automaton. 

The question of optimal 

A s  in the c a s e  of 
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G .  F .  F r i t s n o v i c h  

EXTENDING THE FIELD OF APPLICATION OF THE 
METHOD O F  INERTIAL SUBCIRCUITS 

A formal method is given for transforming an arbitrary sequential machinePwith n inputs and m outputs 
into an asynchronous sequential machine P* with n f  I inputs and m outputs whose operation is defined by 
changes i n  the input state. The new machine P* IS Information-input equivalent t o  the origlnal machine P. 
This transformation makes the method of inertial subcircuits applicable to the class of al l  sequential 
machines. 

The bas ic  pr inciples  of the method of iner t ia l  subcircui ts  were  f i r s t  

The basic  pr inciple  of the method of iner t ia l  subcircui ts  is the 
descr ibed in 111. 

construction of the logical s t ruc ture ,  satisfying given operating conditions, 
on the bas i s  of s table  s ta tes ,  utilizing the natural  internal  delays of the 
logic e lements  and feedback loops. The ro l e  of timing signal may be 
played by any change of input s ta te ,  provided the t ime T between two 
consecutive changes in g rea t e r  than TtP, where ~ t p  is the duration of the 
t ransi t ion process  initiated by the f i r s t  s t a t e  change. 

i t s  applicability. The method is direct ly  applicable only to  the c l a s s  of 
sequential asynchronous logic c i rcu i t s  (SALC) 141, which a r e  asynchronous 
sequential machines  whose timing is determined by changes in the input 
s t a t e  / 4 /  ( t ime-  independent logical automata, in the terminology of / 2 / ) .  

In th i s  paper  we sha l l  consider  the possibility of extending the method 
to the c l a s s  of a l l  sequential machines .  :* 

The basic notions, introduced in / 4 /  for  SALC, may be extended to 
the c l a s s  of all sequential machines .  These notions are: input s ta te  Q ,  

(i= 1, 2. . . . , 2" , where n is the number of input var iables) ,  output s ta te  
hj ( j = 1 ,  2, . .  ., 2", where m is the number of output var iables) ,  internal 
s t a t e  x,  ( r =  I ,  2, . . . , 2*, where  k is the number of intermediate  var iables) ,  
and (full) s ta te  ps(s= I , % .  . . ,2"+.). 
machine P has  finite s e t s  of input s t a t e s  R={p l ,  pz, . . . , p2J, output s ta tes  
L = & ,  h2, . . . ,  A s  in / 4 / .  the se t  
M is divided into two subse ts  MS and M " ,  where M'consis ts  of all s table  
s t a t e s  and M" of all unstable s ta tes .  It is a l so  convenient to introduce the 
se t  M' E M of all utilized s ta tes ,  i. e . ,  al l  s t a t e s  of the synthesized device 
for which the re  exis t  input s t a t e s  and t ransi t ions.  

the s ta te  graph G. 

Fur ther  developments were  given in 1 2 - 6 1 .  

These fea tures  of the method naturally impose cer ta in  res t r ic t ions  on 

W e  sha l l  a l so  a s sume  that any sequential 

and (full) s ta tes  M={pl, p ~ ,  . . . ,  yn+J 

To define the mode of operation of a sequential machine, we shal l  use  

* For a definition of sequential machine, see /E / .  
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By the s t a t e  graph of a sequential  machine we mean  a finite directed 
graph G whose v e r t i c e s  a r e  interpreted as the states of the machine.  4 
vertex g of the g r a p t  G i s  connected to a vertex j by a n  edge if and only i f  
t h e r e  ex i s t s  a t ransi t ion f r o m  the s t a t e  p.!corresponding t o  the ver tex<:)  
to the state p](corresponding to the i-ertex i j .  

Ll.ith each ver tex  of the graph (;we assoc ia te  a p a i r  of symbols (!it .  ;.!I. 
h e r e  ! t  r: K and i L .  L1.e stipulate that any ver tex which cor responds  to 

a s t ab le  s t a t e  of the s>-nthesized machine h a s  a transit ion f rom itself to 
itself (e lementary loop), which means  that the machine r ema ins  in th i s  s t a t e  
until t he  next change of input state.  
a ver tex of G with the designation(p,. ).,)does n o t  posses s  a loop if and only 
if it h a s  a t ransi t ion to a ver tex,  the f i r s t  s>.mbol of whose designation i s  
a l s o  P ~ .  
the  cardinali ty of the s e t  .llL. In the spec ia l  case.IIi 5 .\f; the  output s t a t e s  
and t ransi t ions a re  specified only for the s table  s t a t e s  and the s t a t e  graph  G 
coincides with the graph of s table  s t a t e s .  

In the genera l  c:ase, the requirement  that the sequential  machine b e  
de te rminis t ic  and i t s  operation completely defined imposes  the following 
conditions o n  the graph G. The I v e r t i c e s  o f  the graph ( the s e t  of utilized 
s t a t e s  . \ V )  may b e  divided into 2" subse ts  . \J'(ptj,  .tl '(p:j.. , , , . \ f a ( p t ) .  . . . , .%fi(fhmJ 
each  consisting of al'. v e r t i c e s  whosedesignation contains the s a m e  L,~. Each 
ver tex of the subse t  ' \ f ' (p8)  i s  the initial point of exactly 2'- I edges connecting 
it t o  one  ver tex in  each  of the remaining 2"-  I subsets ,  and one edge which is 
e i the r  a loop or connects  the ver tex to  a ver tex  of the s a m e  subset  Al'(p,). 

If a graph G p  posses ses  the above propert ies ,  and each  of i t s  ver t ices  is 
assigned a p a i r  of symbols (p,, i,), where  pi E R and i., c L,  we shal l  say  that 
the graph def ines  the operat ion of some sequential  machine P. 

Suppose that ever>- r m v  (column) of the mat r ix  , \ lp  i s  associated with the 
pa i r  (0,. i.,j which des..gnates the corresponding ver tex of the graph, and that 
the rows (columns) are ar ranged  in increasing o r d e r  of the binary 
representat ions of the f i r s t  symbol in the p a i r  (0,. ?,,). 

following propert ies :  

By the definition of s table  s t a t e s  ,'4,', 

The number of ver t ices  of the graph (3 is I<?" ', coinciding with 

Conversely, any graph  may  be defined by i t s  adlacence mat r ix  . \ frj .  

The ma t r ix  hJpof the s t a t e  graph G of a sequential  machine posses ses  the 

1) 
2 )  

It is of finite dimension l X [ .  
The ma t r ix  m z y  be parti t ioned by 2"- I horizontal  l ines  and 2"- 1 

vert ical  l ines  in suck a bvay that each of the resul t ing horizontal  (ver t ical)  
groups of r o w s  (columns)  cons is t s  of rows  (columns)  whose designation 
involves the same f i r s t  symbol p>,  and no others ;  moreover ,  each r o w  of 
the submatr ices  formed by the parti t ion contains exactly one  nonzero 
element. 

3 ) 

M h e r e  g =  I ,  2, 
of the  g-th r o w  and the j- th column ( th is  follows from property 2) .  

ma t r ix  M p m  the  class of sequential  machines .  

, I ami my, is the element  of t he  ma t r ix  M p  a t  the intersect ion 

Lr e shal l  ca l l  t h e s e  proper t ies  the conditions fo r  realizabili ty of a 
By a realization we mean  



the construction of a sequential machine whose operation sa t i s f ies  the 
conditions implied by the fo rm of the mat r ix  MP. 

of s table  s t a t e s  of the sequential machine, and the ma t r ix  Mp has  the 
following propert ies :  

In the special  c a s e  M' t_ M: the s t a t e  graph G coincides with the graph 

1 )  i t  is of finite dimension [XI 
2 )  mp4= I for  g =  I ,  2. . . . , f and tnpp  is an  element  on the principal diagonal of 

3 )  The submatr ices  formed by the partition descr ibed above have the 

a )  each row of each submatr ix  contains exactly one nonzero element; 
b) the submatr ices  on the principal diagonal a r e  unit ma t r i ces .  

the mat r ix) .  

following propert ies :  

4)  

2 r i i , ,=2" .  whereg=I ,  2, . . . , 1. 
i - I  

We shal l  cal l  these  proper t ies  the conditions for  realizability of the 
ma t r ix  M p  in the c l a s s  of sequential asynchronous logical c i rcu i t s  (SALC). 

If a given ma t r ix  ,VI, is not real izable  in the c l a s s  of SALC, but i s  
real izable  in the c l a s s  of a l l  sequential machines,, the  method of iner t ia l  
subcircui ts  is not direct ly  applicable s ince  t ransi t ions and output s t a t e s  
are specified for  unstable a s  well a s  s tab le  s ta tes .  With regard  to  the 
s t a t e  graph, this  means  that besides  edges connecting ver t ices  of 
subse ts  A 4 ; ( p i )  and M ' ( p , )  for  i f /  (which is the only possibility in SALC), 
t he re  are edges connecting ver t ices  belonging to the same subset  M'(p,). 
In the la t te r  c a s e  we shal l  speak of a change of s t a t e  ( a l so  output s ta te )  
of the sequential machine for  fixed input s t a t e  pi. The presence  of such 
changes means  that the timing of the operat ion of the machine must  be 
"more rapid" than the timing defined by the input-state changes alone. 
The difficulties involved in defining this  "more  rapid" timing preclude 
d i r ec t  application of the method of iner t ia l  subcircui ts ,  which uses the 
input- s t a t e  changes a s  timing signals. 

introduce an auxiliary input s ignal  and utilize the changes in i t s  values  a s  
timing signals; thus t ransi t ions of the machine f rom one s t a t e  to another 
are possible even when the values  of the basic  input var iab les  do not 
change. 

W e  sha l l  indicate a method, convenient for  machine synthesis ,  of 
introducing an auxi l iary input signal when the sequential machine to be 
synthesized is given by the adjacence ma t r ix  of i t s  s t a t e  graph. 

(input var iab les  A I ,  A2, . . . , A,, )  and m outputs into a cer ta in  sequential 
machine P* with n+ 1 inputs (input var iab les  A I ,  A?. . . . , A,,, At ) and m 
outputs, whose timing is determined by changes of input s ta tes .  
done in such a way that the machine P* r ea l i zes  the same information- 
process ing  opera tor  (with r ega rd  to the basic  inputs) as the machine P .  

and the remaining n inputs i t s  information inputs. 

One way of overcoming these  difficulties was proposed in / 7 /  - to  

The basic  idea is to t r ans fo rm a given sequential machine P with n inputs 

This  is 

We sha l l  ca l l  the auxi l iary input At of the machine P* i t s  timing input, 
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Starting f rom a sequential  machine I' with n inputs, s e t  of input s t a t e s  
R = ( v t .  ( J L .  , (12n \ ,  and s e t  of output states L=(>.i. i.2, . . . , h m } ,  w e  t r a n s f o r m  it 
into a sequential  machine P" with n +  1 inputs, set of input s t a t e s  F = { + . w .  , , . , 
q:+l),and set of outpuc s t a t e s  L =  (XI ,  j.2. . . . . l ip) ,  this  t ransformation 
\vi11 be called the introduction of a t iming input. 

\Ye shal l  say  that the sequential  machine P* is information-input 
equivalent to  the machine P,  i f  and only if  1 )  P' is obtained f r o m  P by 
introduction of a timing input; 2 )  given any s t a t e  p, of P ,  t h e r e  exis t  two 
s table  s t a t e s  pp*. p.* o;P*such that, if p j  and e i the r  of p p * ,  p-* are  taken 
a s  initial s t a t e s  (for P and P * ,  respect ively) ,  and the same sequence of 
input-state changes applied to  an information input::: of P* and an  input of P,  
then both machines  P z:nd P* produce the s a m e  output sequence, whichever 
of the s t a t e s  p p , * ,  1tr* i s  chosen as the initial s t a t e  of P* .  
o u r  problem is embod.ed In the following theorem. 

Any sequential  machine P may be t ransformed by 
introduction of a t iming input into a sequential  machine P I ,  information- 
input equivalent t o  P, .#hose t iming is defined by changes of input s ta te .  

Let P b e  :in a r b i t r a r y  sequential  machine with n inputs, and 
let MP be the adlacence m a t r i x  of i t s  s t a t e  graph G P ,  of dimension I X I  

ver t i ca l  l ines,  as descr ibed  above. Replace every  submatr ix  on the 
principal diagonal by i~ unit m a t r i x  of the s a m e  dimension. 
a mat r ix  Mp'of the sa rne  dimension as Alp. 

The solution of 

T h e o  r e m  . 

P r o o  f .  

Par t i t ion the m a t r i x  into submatr ices  by 2"-1 horizontal  l i nes  and 2.-1 

The resu l t  i s  
Form the m a t r i x  

T h e r e  i s  a well-defined correspondence between the rows  (columns)  of 
the m a t r i c e s  MP and MI,; under  which each  row (column) of Mp corresponds  
to  exactly two rows  (columns)  of hfP? 
corresponds  to  the g-th and f t g - t h  r o w s  (columns)  of M p  (g= I ,  2, . . I ,  I ) .  

Let u s  ass ign  each  row (column) ofMp*a designation in the  form of a 
p a i r  of symbols  (qt,  h j )  where  q2 E F and ) . j  E L, in t he  following way. If 
the g- th  row (column) ofMp*has the designation ( p i ,  I . , ) ,  we designate  the g- th  
row (column) of Mp*by the  p a i r  (q i ,  i.]) and i t s  l+g-th row (column) by the pair  
( ~ 2 " + ~ ,  kj), where  qi and Q=+Z differ  only in the J a l u e  of the  (n+I)-th input 
variable.  
while in ( ~ 2 " + 1 ,  qy+?,. . . , q.pn+lits value is one. 
va r i ab le s  in the sets q, and w n + i  coincide with those of the corresponding 
input va r i ab le s  in the s e t  p i .  

Once the designations of the rows  (columns)  of Mp* have been defined, 
this  m a t r i x  def ines  a ce r t a in  sequential  machine P* with n + l  inputs ( n  
information inputs and one t i m e  input) and m outputs. 

a t i m e  input, the resul t ing machine P* i s  a n  asynchronous sequential  
machine whose t iming is defined by changes of input s ta te ,  s ince,  as 
follows f r o m  i t s  construction, the m a t r i x  M p *  is real izable  in the  c l a s s  
of SALC. 

Thus,  t he  g-th row (column) of MP 

In s t a t e s  T I .  Q. . . . , (F?n t he  (n+ 1)-th input var iable  h a s  value zero,  
The  values  of the other  n input 

Regarding the above t ransformation of P into P* as the introduction of 

' 
binary variables. 

Here w e  mean a 3eneralized information input, whose state is deiined as  a n  crdered set of values of 
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In view of the fact  that the s e t s  of a l l  output s t a t e s  of the machines  P and 
P* coincide, the block symmet ry  of the ma t r ix  Mpi, and the fact that each 
of the two rows (columns)  of MP* corresponding to a given row (column) of 
M,*has a designation with the s a m e  second symbol which coincides with the 
second symbol in the designation of the M P  row (column), it is not difficult 
to see that the sequential machine P" is information-input equivalent to  P.  

The following coro l la ry  is of prac t ica l  importance. 
C o r 011 a r y  . 

The procedure  is a s  follows: 
1) Check the given data  for  real izabi l i ty  in the c l a s s  of sequential 

2 )  Specify the operating conditions of the requi red  sequential machine 

3 )  Check the ma t r ix  for  real izabi l i ty  in the c l a s s  of SALC. 
4)  If the  machine is real izable  in the c l a s s  of SALC, apply the method 

5) If the conditions for  realizability in the c l a s s  of SALC a r e  not 

Any sequential machine may be synthesized by the method 
of iner t ia l  subcircui ts .  

machines .  

in the fo rm of the adjacence ma t r ix  of i t s  s t a t e  graph. 

of iner t ia l  subcircui ts .  

satisfied, t ransform the machine by introduction of a timing input, and 
synthesize the new machine by the method of inter t ia l  subcircui ts .  

spec ia l  c a s e  of the genera l  problem of timing-conversion of sequential 
machines  181.  
with n inputs and m outputs, whose timing i s  defined by changes of both 
input s ta te  and internal  s ta te ,  into a sequ 
abd moutputs, whose timing is defined by changes of input s ta te ,  by 
introduction of a timing input. 

constructing sequential machines, based on s tab le  s ta tes ,  to  the c l a s s  of 
all  sequential machines .  

In conclusion, we r e m a r k  that the above problem may be regarded a s  a 

W e  have studied the conversion of a sequential machine P, 

This  t ransformation makes  it possible to extend any other  method of 
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LID( 62-502 

A .  K .  Z u e v ,  L .  A .  R a s t r i g i n  

ESTIMATING THE PARAMETERS OF THE 
OBJECT OF OPTIMIZATION 

Estimates are determined for the useful signal and distance to the goal for linear and central Objects 
of optimization i n  the presence of noise, i n  a random-search process. 

1. FORMULATION OF T H E  PROBLEM 

In optimization of sys t ems  upon whose quality function random noise 
is superimposed optimal s ea rch  s t ra teg ies  cannot be devised unless  
cer ta in  pa rame te r s  of the object are known. Among these  pa rame te r s  
a r e  the level of the useful signal, i. e . ,  the maximum variation of the 
quality function for  a fixed s tep  of the search ,  and the dis tance to the 
goal (extremum point); 
en t e r s  a given neighborhood of the extremum, and, consequently, to 
de te rmine  the optimum step s ize .  

s tep of the search .  

of random sea rch  with accumulation 111. 
l inear  and central  model of the object a re ,  respectively, 

the la t te r  i s  used to de te rmine  when the sys tem 

Statistical es t imates  a r e  thus required for  these  pa rame te r s  a t  each 

W e  consider  an optimalizing control sys tem operating by the method 
The quality functions for a 

Q = (grad Q . X) . (1) 

Q=lgrad Q I  IX-X*I , (2 )  

where  the parentheses  denote the sca l a r  product. 

position, not on the time. 
and X* the position of the goal, where the quality function a s sumes  i t s  
maximum value. 

The sea rch  procedure is ca r r i ed  out by displacing the sys tem from i t s  
initial position in a random direct ion for  a dis tance equal to the t r i a l  s tep 
s i ze  g ,  in the space spanned by the pa rame te r s  X I , .  . . , x n .  

variation of the quality function of the object is then ”-( -q< 

where 

W e  a s sume  that the gradient of the quality function depends only on the 
X= ( X I , .  . . , x,) denotes the cur ren t  s ta te  vector 

The resul t ing 

~ q ) ,  2 

q=g lgrad QI. ( 3 )  
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\Vith each measurement ,  an additive uncorrelated noise  function 8 

with normal  distribution 

(4 )  

is superimposed on t.ie quality function of the controlled object. 
accumulation of the s ta t i s t ic  i s  accomplished as follows. 
random direct ion in the pa rame te r  space  and sample  the quality function 
o n  both s ides  of the Clitia1 position, a t  a d i s tance  equal to the t r a i l  s tep  
s ize .  These two measurements  de te rmine  the increment  of the quality 
function 

The 
Choose a 

Carrying out s imi l a r  measurements  for different random direct ions and 
s t ep  s i z e s  w e  obtain an independent sample  

21, z2,. , , , &n, (6) 

which cha rac t e r i zes  the neighborhood of the initial point. 

the bas i s  of the finite sample  (6). 

var iance  of a random var iab le  121. 
for both l inear  and cent ra l  models  of the quality of the sys tem.  

The problem is to de te rmine  the unknown pa rame te r s  q and r=IX-X*I  on 

To th is  end we employ s tandard e s t ima tes  for the expectation and 
The es t ima tes  will be considered 

2. LINEAR FIELD 

A genera l  expression was der ived in / 3 /  for  the probability density 
of u: 

where I- is the gammz-function. 

for  q. 
For simplici ty  we sha l l  consider  the c a s e  n=3, and find an  es t imate  

The probability law i s  

I 
P 3 ( U )  = - 

29 

with expectation z e r o  and var iance  

au2 =&9*. 

79 



I Using (5) we find the var iance of the var iable  z :  

0 . , 2  = 0 2  + + q 2 .  

The var iance has  the s tandard es t imate  

Using (10)  and (11) we find the required est imate:  

I rn 

Evaluation of the es t imate  using (12 )  should icvolve a fa i r ly  l a rge  sample.  
Limit theorems then imply that the es t imate  q 2  i s  normally distributed. 
However, it i s  c l ea r  f rom ( 1 2 )  that when the sample s i ze  i s  finite (as i s  
necessar i ly  the case  in pract ice)  some es t imates  of qmay  turn out to  be 
imaginary,  while it is evident f rom physical considerations that q i s  
essent ia l ly  rea l .  
rejected a s  unsuitable. 
a truncated s ta t is t ical  l a w  and a biased est imate .  

nevertheless ,  in o r d e r  to obtain approximate es t imates  we shal l  a s sume  
that"it is indeed normal.  

is given ip 1 5 1 .  
es t imate  qo for  the parameter  q: 

Samples that lead to imaginary es t imates  a r e  therefore  
The rejection of some  of the samples  r e su l t s  in 

Strictly speaking, the distribution of the est imate  for  q is not normal;  

An expression for  the expectation of a truncated normal  distribution 
Using this  expression one obtains the following unbiased 

- *2 
h 

where oq is an es t imate  for the var iance of the est imate  q ,  and I 

The empir ica l  es t imates  that we ci te  r e fe r  to  a smal l  sample and the 

Table 1 gives  resu l t s  of a s ta t i s t ica l  simulation of the problem using 
r e su l t s  are therefore  only approximate.  

random numbers .  10  experiments  were  performed, each involving a 
sample  of s i ze  m=5. 
w e r e  rejected) .  

It w a s  assumed that a*=1, q=l( imaginaryvaluesof  q 

I 
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Table 1 yields  

The unbiased es t imate  q o = l  06 is a sa t i s fac tory  es t imate  for  q = l .  Kov- 
consider  the question of sample  s ize .  
s a m p l e s  may yield a n  imaginary value of q, and then the en t i re  sample  
is relected. 
that minimizes  the l o s s e s  resul t ing from rejected samples .  
that t h e  loss function has  the form 

It ? a s  mentioned above that s o m e  

I t  i s  n a t i r a l  to ask  n h e t h e r  one can de termine  a sample  s i z e  
Let u s  a s s u m e  

where Pt i s  the proba3ility of a rejected sample,  m i s  the sample  s ize ,  and 
N t h e  number of samples .  
a s ingle  sample:  

It i s  m o r e  convenient to consider  the loss for  

This l o s s  function cannot be giIren a d i r ec t  physical  interpretat ion.  
only a rough indication G f  t he  average  number of unsuitable measu remen t s  
in one sample.  

It i s  

It  is c l e a r  f rom ( 1 2 )  that the sample  i s  re jected if 

m 

m 
I I t  i s  known that the var iab le  g= -2 z,* is asymptotically normally 

j = l  
distributed: 

w i t h  p a r a m e t e r s  : ' 5 j  
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The probability that the sample i s  re jected is 

When G*= 1 and q= 1 th is  becomes 

P t = &  [ 1 -cD ($)I. 
Figure 1 i l lus t ra tes  the specific function for  this case,  

a s  a function of the probability PI.  
It is c l ea r  f rom Figure 1 that the 

curve  has  a distinct maximum. For  
sma l l  sample s i zes  the rejection 
probability i s  large,  but the sample 
i s  smal l  and therefore  the lo s ses  
a r e  small .  F o r  l a rge  sample s i zes  
/n=100 to 400. the rejection probability 
becomes smal l  and the losses  a r e  
a l so  insignificant. 

Formula ( 2  1) is valid for  fa i r ly  
l a rge  ni. 

(12) we s e e  that the sample i s  

To evaluate the loss for  m= I 
'\ other  re la t ions must  be used. F rom 

m = f  'a rejected if 
'\, 

Let u s  determine the probability that 
this  inequality i s  valid. It is shown 
in / 7 /  that the square  of a normally 

FIGURE 1. Specific losses (uz=l. 9 = l ) .  

distributed random variable  has  the following density: 

T h u s  the probability that inequality (24 )  holds is 

and the lo s s  for  m = l  is 

R -0.612. 

This point i s  indicated in the f igure by a triangle. 
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The p a r t  of the c u r v e  corresponding t o  l < m < 3 0  is based on formula 
123): and thus, becau.se of the small s a m p l e  s i ze ,  mus t  be regarded as 
approximate.  
a dotted curve  throug:? the point determined above for  m=l.  It is c l e a r  
that the proper t ies  of the curve  are not affected thereby. 
out a numerical  simulation of the rejection p r o c e s s  for m=5 and N = X ;  
the corresponding point is marked  by a black dot. 
does  not contradict  the above representat ion.  
loss c r i t e r ion  i s  of tentative value and cannot be used for r igorous  
determinat ion of s a m p l e  s ize .  
s i z e  ;vould s e e m  to b e  the average  t i m e  required to  find the extremum, 
which i s  beyond the scope  of this note. 
imply one quali tative conclusion: 
apparently d o e s  not requi re  l a r g e  s a m p l e  s i ze .  

Un the figure we have replaced this  branch of the curve  by 

LVe a l so  ca r r i ed  

Its position obviously 
U’e emphasize that this  

A suitable c r i t e r ion  for  optimum s a m p l e  

Nevertheless ,  our  c r i t e r ion  does  
Economical utilization of experiments  

3 .  CENTR4L FIELD 

I t  follows f rom 1 3 , )  that in this  c a s e  the probability density of the 
output va r i ab le  for n = = 3  is 

with p a r a m e t e r s  

and 

q2 m u = -  - .3r 

where  r i s  the dis tance t o  the goal. 

for n = 3 :  
This  gives  the following p a r a m e t e r s  fo r  the s u m  (5) of the distributions 

4s in the l inear  
techniques - the 

case ,  es t imates  f o r  r a n d  9 are obtained by s tandard 
maxi.mum likelihood es t imates  for mi and mZ2: 

83 



Substituting ( 3 2 )  and ( 3 3 )  in the left-hand s ides  of ( 3 0 )  and (31) and solving 
the resulting simultaneous equations, we get the following es t imates  for  r 
and q :  

I t  i s  c l ea r  f rom these formulas  that in pract ice  the est imate  for  r may 

A s  in the l inear  case ,  we have thus 

LJsing /5/ we have the following unbiased est imate  for  r :  

be negative, and that for  q imaginary.  
meaning a r e  rejected as unsuitable. 
obtained biased es t imates .  

Samples having no physical 

A 2  

where a: i s  the es t imate  for  the var iance of the es t imate  r .  

( 1 3 ) .  
An unbiased est imate  for q i s  given, a s  in the l inear  case ,  by formula 

Table 2 c i tes  experimental  data  for  a cent ra l  field. The initial values  
of the p a r a m e t e r s  a r e  

TABLE 2. 

a2=1, r=I,  q = l ,  and the sample s i z e  m=5. 

1 

No. of 
sample 

11 

h 

1 
- - 
0.268 

0.697 
- 

2 1  3 1  4 

0.85 I 228 10678 

i i 1.27 

r =  1.63 

q=1 .53  

6 1  7 1  8 1  9 1 1 0  

3.42 I 0.994 I 3.76 1 1.47 1 1.09 

2.22 I 1.32 I 2.12 1.34 I 1.31 

A 2  

0: = 1.11 ( 3 7 )  

Solution of equations ( 1 3 ,  3 6 )  by success ive  approximation? using2he 
initial data ( 3 7 ) ,  ( 3 8 )  gives the following unbiased es t imates  qo and 

A n 

q o x  1.3; roG 1.2. 



I f  cor rec t ions  for b i a s  a r e  taken into account.  the experimental  r e su l t s  
gi1.e more satisfactor:; e s t i m a t e s  for ttie required r>at'ameters. 
formula ( 3 4 )  with the ..inear vers ion of the est imate ,  let u s  iipply i t  to the 
sample  obtained for the I ioear  field. 

To compare 

For the espectatiov M [ r ]  u.e obtai i  

%, i3tc i  M [;l=~im r.= $4' m 
m -+ C& 

iim L 2 z, 
, = I ,  

Formula 134)  thus ,*grees rxith the l tnear  L ersion.  
Tho above approximate estkmates for the useful s ig i a l  a r i d  the dis tance 

to the goal give satisf: tctory r e s u l t s  in esper imeqta l  pract ice .  The loss 
cr i ter ioi  for es t imat ion of the pa rame te r s  makes  it possible to l imit  the 
sample  s ize .  
(h the bas t s  of the es t imates  of these pa rame te r s  the t r i a l  stt.0 s i z e  

can be cor rec ted ,  \vitli a vie:v to mor'? p r e c i s e  r l e t e r m i ~ ~ a t i o q  of the 
ex t remum of the quality functioq and reduction of the a i e r a g e  t ime needed 
for the s e a r c h .  
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C'IX' 6 2 -  506 

L .  K .  L a p k o v s k i i ,  L .  A .  R u s t r i g i n  

DIAGNOSIS B Y COMPLETION 

A method is  given tor diagnosis hy completion, applying the method of self-adjusting models. The  
method may be used to  determine the parameterr of an inacces ib le  circuit .  
the diagnosis of a T-junction shaped bridge. 

As an example we consider 

1. The diagnosis of multipole c i rcu i t s  by simulation, considered in 
/ 11, is based on the assumption that the dynamic proper t ies  of t h e  Object 
a r e  accurately represented by the pa rame te r s  being determined.  

Let X =  ( x , ,  x2, .  . . , x,) be the vector  whose components a r e  the pa rame te r s  
being determined in the diagnosis, and A =  (01, 0%. . . , a,,,) the vector  of 
dynamic pa rame te r s  of the Object. 
c i rcui t  the vector  A determined the coefficients of the response  function 
linking the input y ( t )  and the output z( t ) :  

For instance, for  a l inear  quadripole 

a#-' + azzr-2+ I . . + ae= ae+lym-'+ . . . +amy. (1) 

It is c l ea r  that the dynamic proper t ies  of the object es tabl ish a 
correspondence between the n-dimensional pa rame te r  space {X} of the 
object and the m-dimensional dynamic-parameter  space  {A}. This  
correspondence may be expressed a s  a relat ion 

A = F ( X ) .  ( 2 )  

The physical significance of th i s  re la t ion implies  that it i s  one-valued, 
i. e . ,  to each  value of the vector  X corresponds a unique value of A (every  
sys tem has  i t s  own specific dynamic behavior). The converse  is in 
genera l  false. 
a number of vec tors  X corresponding to  the same vector  A ,  i. e . ,  in 
genera l  s eve ra l  sys t ems  may exhibit the s a m e  dynamic behavior. 

information concerning the t r ans fe r  function of the divider conveys no 
information on the r e s i s t ances  of which it consis ts .  This  is illustrated in 
F igure  1 in schematic  form: 
pa rame te r  manifold of vec tors  X .  

determine  i t s  parameters .  
clear that the diagnosis may not be unambiguous. 
authors  studied the spec ia l  ca se  in which the relat ion (2 )  is one-to-one. 

This  means  that for  a given type of sys tem the re  may be 

The s imples t  ex'?imple of such a sys tem is a potential divider, where 

To one vector  A corresponds a one- 

Diagnosis ut i l izes  the dynamic proper t ies  of the sys tem in o r d e r  to 
In the  light of the above discussion, it is 

In 1 1 1  one of the present  
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The present  paper  dea ls  with the m o r e  genera1 case  in which observation 

I ' IS-I 'PE 1. Schematic l l luitrnti in s i  the 
r e i i t i c m  hctkeeii  the 
neini! determined and the space a i  d)naniic 
pard mete r <, 

d tt c pdrametzr-  

of the-dynamic proper t ies  does not 
ensu re  unambiguous diagnosis. W e  
employ and develop the method of 
self-adjusting models, using a 
procedure  of mul t i -parameter  
optimization ; 21 . 
s t ruc tu re  (schematic  d iagram)  of the 
Object of diagnosis  i s  given in t h e  form 
of a multipole c i rcui t  cer ta in  pa r t s  
of which a r e  inaccessible  to 
observation. F o r  simplicity w e  shal l  
confine ourse lves  to l inear  passive 
quadripole c i rcu i t s  ( the general  ca se  
may be t reated s imi la r ly) .  

adjusting models i s  applicable to the 
synthesis  of a rb i t r a ry  sys tems.  
including nonlinear sys t ems  2; - th i s  

2 .  As in ; I{  i t  i s  assumed that the 

W e  r emark  that the method of self-  

is one of i t s  advantages. 
simplify the mathematical  t reatment  and to ensu re  g rea t e r  visual c lar i ty .  

incorporated in a l a r g e r  sys tem,  in such a way that the required proper t ies  
can be ascer ta ined.  
a block-diagram of completion diagnosis. The sys tem under diagnosis (SD) 
is provided with blocks liand 21 whose proper t ies  may be var ied ( i = l ,  2, 3. . 
. . , I )  uponcommand f rom the control  block (CB). Information on the s t a t e  
of the object and i t s  model (Mj in the form of s ignals  z ( t )  and f ( t )  is compared, 
and some function Q i ( Y )  measuring the difference between these  s ignals  i s  
t ransmit ted to the input of a multichannel op t imizer  (&'IO). 
u p  the quality function 

W e  confine ourse lves  to the l inear  c a s e  to 

\ V e  suppose that the object of diagnosis is "completed, I' i. e . ,  

In many cases  this  can indeed be done. F igure  2 is 

The la t te r  s e t s  

and finds i t s  minimurr. for all  real izat ions of the blocks l i  and 2 i .  

is attained when the model 31 i s  identical with the object SD, i. e . ,  it 
y ie lds  the solution of .:he problem (when the la t te r  exis ts) .  

a vacuum tube is tested by inser t ing it in a radio in place of a tube known 
to be in working o rde r .  If the quality of the reception is unchanged, one 
concludes that the tube is in working o rde r .  
by the radio rece iver ,  the la t te r  revealing the proper t ies  of the former .  

The spec ia l  fea tures  of completion diagnosis will be demonstrated 
in a s imple  example. Consider the diagnosis of a T-junction consisting 
of r e s i s t ances  Rt, Rz,R,(enclosed in dashed l ines  in Figure 3), the junction 
point being inaccess i t le .  The dynamic proper t ies  of the junction a r e  
determined by a t r ans fe r  function, but the la t te r  i s  not sufficient to 

The minimum of the function ( 3 )  with respec t  to the model pa rame te r s  X' 

An analogue of this method is in fact widely used in everyday life, when 

The tube is thus "completed" 

3 .  
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determine  the pa rame te r s  of the former .  
adjusted by applying a voltage rl,  which can a s sume  two values T I I . T I P ,  a t  the 
input, and a voltage r2, which can a l so  a s sume  two values r 2 I r  r 2 2 ,  at the 
output. 
a galvanometer (see Figure 3). 

A s  indicated above, the junction is 

The discrepancy between the bridge and the model is indicated by 

FIGIFRE 2. Hlock-diagram of completion 
diagnoiiz using a self-adlusting model. 

- - - -- - - - - 

FIGURE 3. Circuit for experimental  diagnosis. 

The quality function in this  example is based on three  observations: 

3 

Q (R’) = 2 Qi (R’) , 
i=1 

(4 )  



..r.hcrr R’= (Rt’, R2’. R3‘) is the l ’ector  of optimizmg parameter‘s of the model. 
Qi is t h e  absolute valuc-. of t h e  galvanometer  reading 

Qi=lU- U’I , (5) 

,,-:here U and U’ a r e  the voltages at the outputs of junction and model 
respectively. 

t h e  relation 
LVQ claim that i f  Q(,?’) =Othen R=R! Let u s  exp res s  R! in t e r m s  of Ri by 

R i ’ = R i ( I + & ) ,  i = l ,  2, 3, ( 6 )  

where the 6i a r e  assunied fair ly  smal l :  

Lvhich IS the c a s e  in t h e  neighborhood of the solution. 
performing a few obvi.3us manipulations we obtain the following express ions  
from the tiirchhoff equations for the th ree  c a s e s  i =  1, 2 ,  3: 

Using ( 7 )  and 

3 

Z B l l  6,=Cr. i =  I ,  2, 3; 

C2= (& - =) I ERzr~2;  

%,vhere U, i s  the voltag.? a t  the output of the Object in the i - th  observat ion,  
L‘i’the corresponding ..-oltage for the model, and E the  sou rce  emf. 

Thus 
i f  the determinant  of the ma t r ix  llBijllis not z e r o  the sys t em has  no solution 
o ther  than the t r iv ia l  me: 

It i s  easi ly  seen  that when Q(R’ )=O the  sys t em (8) is homogenous. 

which means  that R,=,Yi‘ and proves  that the solution of the problem i s  
unique. 

not zero ,  and the method can therefore  be used to  de te rmine  the p a r a m e t e r s  
of the junction. It is c l ea r  that the nonvanishing of the determinant  imposes  
cer ta in  r e s t r i c t ions  on the choice of the p a r a m e t e r s  Ti,. 
condition i s  not overly res t r ic t ive ,  s ince  one need only find one (readi ly  
obtained) solution of :tn inequality of the fo rm 

Computations show that in genera l  the determinant  of the ma t r ix  llBi,ll is 

However, this  
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Generalizing the above example, it i s  easy to formulate  a uniqueness 
condition for a s imi l a r  multidimensional Object with a rb i t r a r i l y  many 
parameters :  
all  the observations, is not sma l l e r  than the number of pa rame te r s  of the 
object under analysis,  when the quality function of the sys tem i s  a minimum. 

The function Q(R')  must  be minimized. Indeed, the diagnosis problem 
could be solved on the bas i s  of the sys tem of l inear  equations (8) alone. 
However, in so doing an e r r o r  is introduced, s ince these  equations were  
se t  up subject to the constraint (7),  which is in general  not satisfied by 
the initial values  of the parameters .  
exact equations, but the exact equations relating the pa rame te r s  to be 
determined and the observat ions a r e  in genera l  nonlinear, even 
transcendental, and thus lead to se r ious  computational difficulties. 
Approximation of these  equations by the l inear sys tem (8)  leads  to a 
solution by i teration and the p rocess  determining the exact values  of the 
pa rame te r s  R' may be unstable. 

A s  an i l lustration of the discussion,  F igure  4 indicates the actual 
diagnosis process  for Rl  =481 ohm, R2 = l o l l o h m ,  R3 -255 ohm and 
supplementary r e s i s t ances  T I ,  =lo40  ohm, rls = 1711 ohm, r21=2090 ohm, 
r22=7540 ohm. The optimization was ca r r i ed  out by the method of 
success ive  variation of pa rame te r s  (Gauss-Seidel) with s tep  s i ze  20  ohm. 
It i s  c l ea r  that the process  is convergent, i. e . ,  the model pa rame te r s  
converge to the object parameters .  

the analysis  i s  unique i f  the rank of the mat r ix  I1 Bij I( based on 

One might suggest s ta r t ing  from the 

4. 

5445 

FIGURE 4. Behavior of the quality function Q and the model parameters RI'. RI', Rs' 
in an actual optimization process to determine the parameters of a T-junction. 
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Solution of the s a m e  problem hvithout minimization yields  the v a l u e s  
b 1 =  -0.046: 6?= -0.034: 63== -0.122, 
= -0.90; &= -0.61. It i s  c l ea r  that the e r r o r s  a r e  significant. 

w h i l e  the p rec i se  values a r e  61= -0.80: &I?= 

FIG(IHE 5. Dcpendcncs ef the qualit)  function Q on ths model parameters. 

F igure 5 i l lus t ra tes  the behavior of t h e  quality function when one of 
the model p a r a m e t e r s  LS varied and the o ther  two coincide with the object 
parameters .  
emphasizing the need for  mul t iparamet r ic  optimization. 

especially effective in determining the p a r a m e t e r s  of quadripole c i rcu i t s  
with reac t ive  and nonlinear res i s tances ,  when t h e  solution of the equations 
of the object i s  particul.arly laborious.  

The extrema1 cha rac t e r  of these  dependences is obvious, thus 

\Ye note in conclusica that the diagnostic method proposed h e r e  is 

B i b l i o g r a p h y  

1. R a  s t r i g i n ,  L. A. Diagnostika s i s t em putem postroeniya ikh modelei  
(Diagnostics of' Systems by Constructionof Models). Izv. AK Latv. 
SSR, s e r .  f izko- tekhnich . ,  3, 1964. 

samonastraivayushcheisya s i s temy regulirovaniya (metod 
obuchayushcheisya modeli)  (The Theory of a Self- Adjusting Control 
System (Method of Training Models)). Trudy 1 -go mezhdunarodnogo 
kongressa M F k U ,  Volume 2. Moskva, Izdatel 'stvo AN SSSR. 1961. 

2. M a r g o l i s ,  M. and S.T. L e o n d e s .  O t e o r i i  

91 



[!DC 62- 50:519.25 

Y u .  A .  G e l  ' f u n d b e i n ,  L. V .  K o l o s o t '  

DETERMIN.4TlON OF INTERNAL DISTURBANCE IN 

PERFORMANCE 
MULTIVARIABLE DYNAMIC S YS TEMS DURING 

A method i s  studied for determining the Statistical propertie> of tran%ient disturhancer dlrtrihuted Ln 
:v.fc'iiis w i t h  cross connections, according to realizations ot the input and output signals determined 
durinq the oprrdtion ot the system. 

The pape r s  11- 41 a r e  devoted to cer ta in  problems concerning the 
s ta t i s t ica l  p roper t ies  of dis turbance which i s  applied a t  the output and ac t s  
during the operat ion (possibly abnormal)  of a sys t em.  Of course ,  in 
prsactice i t  may occur  that the dis turbance i s  concentrated a t  a s ingle  
p i n t  of the sys tem,  but such a n  idealization i s  highly improbable. 
real i ty  the sys t em usually contains seve ra l  sou rces  of dis turbance and it 
is required to find their  s ta t i s t ica l  cha rac t e r i s t i c s  and to e l iminate  the 
dis turbance itself a t  the "nodes" of the block-diagram. 

W e  shal l  consider  one method for the solution of th i s  problem, studying 
a s  an  example the mult ivar iable  nonstationary control  sys t em whose 
block d iagram i s  i l lustrated in F igu re  1.  The notation i s  a s  follows: 

In 

w , ( t ,  E)  : pulsed weighting function of the plant; 
w l ( t .  E )  : pulsed weighting function of the control ler ;  

W ,  ( t ,  E ) ,  u 2 ( t ,  E ) :  pulsed weighting functions of the c r o s s  connections of 
the plant; 

w,(t, E), w ? . ( f ,  E): pulsed weighting functions of the paths  in which the effect 
of the dis turbances may be d is regarded;  

w b ( t , E ) ,  w d ( f , E ) :  pulsed weighting functions of the plant along the paths of 
d i s turbances  f l ( t ) ,  f % ( f ) ,  respectively; 

f 2 ( f ) ,  f , ( t ) :  dis turbances  a t  the output of the plant. 

n( t ) ,  and yp(f)during the per formance  of the sys t em have a l ready  been 
determined by s o m e  method. 

d i s turbances  f l ( t ) .  f 2 ( t ) ,  f 3 ( t ) ,  f l ( t ) .  

summing points 3 and 4, respect ively,  and then move the summing points 
1 and 2 beyond the summing points 3 and 4. This  r e su l t s  in the block 
d iagram given in F igure  2. 

W e  sha l l  a s s u m e  that the s ta t i s t ica l  cha rac t e r i s t i c s  of the s ignals  yl(t) ,  

It is required to de te rmine  the s ta t i s t ica l  cha rac t e r i s t i c s  of the 

To solve the problem, we f i r s t  move the takeoff points 1 and 2 beyond the 
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i n  accordance  with t3e block t ransformation r u l e s  we have the following 
r e  1 a t  ions : 

and 

l V e  solve the problem by the  method of sequential  s e a r c h .  
approximation we d is regard  the cross connections and de termine  the 

In the first 
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stat is t ical  cha rac t e r i s t i c s  of the applied dis turbances N j ( t )  and N z ( 1 ) .  
c lea r  from Figure 2 that the f i r s t  approximation i s  

It i s  

Computing the expectation of both s ides  of these equalit ies,  w e  get 

The central  values of the dis turbances Nl'(t)and N~'( t )are  obtained by t e r m -  
by - t e rm subtraction of ( 4 )  f rom ( 3 ) :  

Using the definition of the autocorrelation function as the second-order 
central  moment 1 5 1 ,  we get 

where K,:N, (!I, fz), K='N,(E, t z ) ,  K&,(f,,  f 2 )  and K,", (E, f2) are the corresponding 
c r o s s -  correlat ion functions. 

The c ross -co r re l a t ion  functions of the dis turbances are derived 
s imilar ly .  They have the f o r m  
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It I S  c l e a r  f r o m  these  express ions  that in o r d e r  to de te rmine  the auto- 
correlat ion function5 of the reduced dis turbances in the f i r s t  approximation 
we must know their  c ross -cor re la t ion  functions u;ith the input and output 
signals.  In pract ice ,  d i r ec t  deterniination of t hese  functions under actual 
operating conditions is often impossible.  

second-order  cen t r a l  moment 
c ross -cor re la t ion  functions appearing in (7 ) :  

Using the definition of t he  c ross -cor re la t ion  function as the mised 
5 1 ,  it i s  easy  to der ive  express ions  for the 

I t  i s  thus possible  to compute f i r s t  approximations for the s ta t is t ical  
cha rac t e r i s t i c s  of th- dis turbances using the s ta t is t ical  cha rac t e r i s t i c s  of 
the input and output signals.  
, W e  now determine,  again in the f i r s t  approximation, the s ta t is t ical  
cha rac t e r r s t i c s  of th*- dis turbances f 2 ( f )  and f r ( t ) .  By Figure 2 :  

In the complex domain equations (10) correspond to  the following 
expressions:  

where p = j o .  
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This  yields 

Hence it is c l ea r  that the f i r s t  approximations for  f 4 ( p )  and f z ( p )  a r e  

where G , ( f ,  E), G , ( f ,  5) a r e  the pulsed weighting functions corresponding to  the 
pa rame t r i c  t r ans fe r  functions 

F r o m  (13) one can der ive  fo rmulas  for the s ta t i s t ica l  cha rac t e r i s t i c s  of the 
dis turbances in the f i r s t  approximation. 
a r e :  

Thus, the autocorrelat ion functions 

The c ross -co r re l a t ion  functions appearing in (15) a r e  given by 
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KN,y,(f l .  t 2 )  = K , t ( f l .  f2) - f H o ( t l ,  f)Kx,, (E.  t2)dE; 
0 

I, 

K N J ~ I ,  f2) =K,+(ti, fz) - 1 f f , ( f i ,  E)K= (e, fz)d E; 
0 

. . . . . . . . . . . . . . . .  
1, 

KN:yr(tlr fz) =K,,r. ( [ I ,  tz) - J- f f O ( t 1 ,  E.)Kzm(E, f2)dE.. 
0 I 

s ( 1 7 )  



Using the f i r s t  approximations ( 1 3 ) ,  we obtain second approximations for 
the dis turbances:  

0 0 

I 

+[ f f b ( f ,  E)f4 ' (E)dE; 

I I -{ H d ( f l ,  E)KVh* (E? f 2 ) d E f f  ff d (t  1, E)Kt" ~ (E, fz) d E; 
0 0 

KN;ArE(tl, fZ)=Ky;A'*(flr f 2 ) -  Ha(t1, E ) K l N I ( E *  t 2 ) d E -  1 
- ~ b ( f l , ~ ) [ K ~ ~ * N l ( ~ r f Z ) + K ! ~ N , ( ~ r f l ) I d E .  

0 

The cross-cor re la t ion  functions appearing in these  equations may be computed 
by formulas  s imi l a r  to (16, 17). 
s imi l a r  to  (13, 15), to  obtain express ions  for  the dis turbances fz"(f) and f4"(f) 

and their  autocorrelat ion functions in the second approximation. The known 
values  of f Z " ( f )  and f,"(t) are then used to  obtain a third approximation, and 
so on. 

The computation continues until the difference between consecutive 
approximations becomes sufficiently small .  

Having determined the values  of the d is turbances  f z ( f )  and f 4 ( f )  a f t e r  n 
i terat ions,  one can use  (2)  to  compute the autocorrelat ion functions of the 
reduced dis turbances nl(t)  and n,(t): 

It is then not difficult, using formulas  

K, , ( f l ,  f 2 )  =Kv: ( t l .  t z )  - K h *  ( t l ,  t z ) .  I 
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The subscr ipt  n indicates that t hese  formulas  are  based on the n - t h  
a p p rox im a t ion. Si mi  l a r  1 y 

K , ?  ( f f ,  l 2 )  : K H : ( l , ,  l z )  - K f : v ! ( t ; ,  t r )  

This method, though 2onsiderably laborious,  may be employed using 
multivariate cor re lographs  operating concurrent ly  with a high- speed 
computer.  

difficulties, and we shal l  therefore  otnit fu r the r  re ference  t(J this problem. 

sys tem needed in the computation n1z.y be found by the niethod cf non- 
co r re l a t ed  act ions / 1  ' .  To determine the pulsed weighting functions o f  the 
separa te  blocks of the diagrani  (F igure  1). w e  need a r e c o r d  of the s ignals  
corresponding to the input and output p r o c e s s e s  of the block under 
consideration, and a l so  a record of s o m e  p r o c e s s  in the systeni  7"vhich i s  
correlated with the i n x t  and output s ignals  of the block but not with the 
disturbance. The most  sui table  procedure in applying the above method is 
nevertheless  d i r ec t  determinat ion of thc pulse responses  of the blocks by 
tes t  probing during th? debugging process .  

Thus, knowing the pulse t ransi t ion functions of the var ious p a r t s  of a 
multivariable sys tem,  one can approximately de te rmine  and localize the 
noise acting within the s y s t e m  and de termine  i t s  s ta t is t ical  cha rac t e r i s t i c s  
on the bas i s  of the input s ignal  of the s y s t e m  and the output s ignals  of i t s  
c r o s s  channels.  

The extension of our method to  s teady-state  s y s t e m s  presents  no 

Note that the pulsed weighting functions of the var ious  blocks of the 
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l r u .  A .  G e l  ' - ~ a n t l b e i n ,  L .  i . .  K o l o s o r ~  

D ETER.\.IINA TIOS  G F THE STATISTICAL 
CHARACTERISTICS OF DISTLFRBAYCE [A\' A 
SA lIPL ED- DATA S I S T E J I  Dt'RIA'G OPERATION 

Together with the dynamic cha rac t e r i s t i c s  of a sys ten i  under operating 
conditions, one often needs es t imates  for  the actual  dis turbances and 
internal dis turbance acting in the sys tem and affecting the precis ion of i t s  
performance.  Internal dis turbances in a controlled sys t em a r e  random in 
nature; as a ru l e  they cannot be accurately determined under operating 
conditions, but a knc-wledge of their  s ta t i s t ica l  cha rac t e r i s t i c s  may be of 
considerable  ass i s tance  to the des igner  in solving problems of compensation 
and neutralization of dis turbances in debugging. -4 tentative investigation 
of this problem for  continuous sys t ems  may be found in i 1, 21,  In this paper 
w e  propose a method for  determining the autocorrelat ion functions of 
internal  d i s turbances  in a control ler  under operating conditions, in 
par t icular ,  for  a sacipled-data  control  sys tem,  using d i sc re t e  shaping 
filters. 

given in fa i r ly  genera l  forni  in F igure  1. 
Consider a s teady-s ta te  sampled-data  sys tem,  whose block d iagram i s  

f [n .  01: random input process ;  
dn. 01: d is turbance whose autocorrelat ion function i s  to be determined;  
u[n. F] : output signal; 

Wl[n. e ] :  pulsed weighting function of the reduced continuous block of the 
cont ro l le r  on which the d is turbance  has  no effect; 

W>[n. F] : pulsed weighting function of the block of the control ler  affected by 
the disturbance; 

IY',[rz, E ]  : pulsed weighting function of the control ler ;  
Wo[n. e ]  : pulsed weighting function of the plant. 

LVe assume  that during investigation of the sys t em under  operating 
conditions w e  have a l ready  determined (by known methods; see i 2 ,  3;) the 
autocorrelat ion functions of the input and output,and the pulsed weighting 
(or t ransfer )  functions of the cont ro l le r  and the plant, the la t te r  given in 
d i sc re t e  form. 
input a r e  uncorrelated.  

the summing point along the path of the s ignal  to the sample r  input 

The notations a r e :  

Moreover, we a s s u m e  that the internal  dis turbance and the 

L e t  u s  apply the d x c r e t e  Laplace t ransform to the sys tem,  and move 
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(F igu re  2) .  
d is turbance may be expressed  as follows: 

The t r ans fe r  function of the feedback loop along the path of the 

and consequently the block d iagram of the sys t em may be reduced to that 
of Figure 3.  The pulsed weighting function corresponding to (1) is 

FIGURE 1.  Block diagram of a sampled-data Control system. 

FIGURE 2. Transfer of the input summlng point to the input of the 
sampler pulsed element.  

FIGURE 3. Transformed block diagram of the 
sampled -d ata system. 

W e  thus obtain the block d iagram of a closed-loop sampled-data  sys tem 
equivalent to the sys tem of F igure  1. It is clear f r o m  Figure  3 that the 
output s ignal  y[n. e] is produced upon passage of the s ignal  zfn, e] through a 
sys tem whose pulsed weighting function Wdn, e] is (2) .  
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Since 

it follows that 

( 3 )  

W e  shal l  a s sume  that a l l  s igna ls  acting in the sys t em are steady, with 
expectation zero ,  i. e. .  

Plr[n, 0]=mdn, E]=mj[n, O]=my[n, E ] = O .  (5) 

Since the input and !:he d is turbance  a r e  uncorrelated,  the autocorrelat ion 
function of the d i s t u r b m c e  is 

In view of the fact that the autocorrelat ion function of a s ta t ionary 
d i sc re t e  random function depends on the difference between the moments  
of the d i sc re t e  argument ,  express ion  (6) may be rewri t ten in  the fo rm 

where  nz--nI=r; n l -m,=k, ;  nz-mz=k2 
The autocorrelat ion function Krr[7, E ]  is determined by the following method. 
Assume that the input s ignal  of the block with pulsed weighting function 

U " d n , ~ l  which has  the a i tocor re la t ion  function K&,E] ,  is produced by a 
shaping f i l t e r  with pulsed weighting function W.[n, E ] ;  white noise  with 
autocorrelat ion function of unit intensity, equal to  afn-m] :4/, is applied to 
the input of the fi l ter .  This  r e su l t s  in a n  equivalent sampled-date  sys t em 
with the block d i ag ram of F igure  4. 

r--------- -1 

F I > V R E  -1 
sampled-data system. 

Block diagram of the equivalent 
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The pulsed weighting function of the equivalent sys tem is 

and 

In view of the fi l tering property of the a-function expression (9 )  becomes 

Thus, to de te rmine  the autocorrelation function K J r ,  E ]  i t  i s  sufficient to  
de te rmine  the pulsed weighting function Wv[n, E ]  of the shaping f i l t e r .  

Analysis of Figure 4 shows that the equivalent s t ruc tu re  of the s y s t e m  
under investigation is a l so  a shaping fi l ter ,  with pulsed weighting function 
We[n, E ] ,  with white noise Un] acting a t  the input and a random process  with 
autocorrelation function K,,,[r, e] at the output. Consequently, 

m m .- 

Kvv[r, .I= E K [ k i ,  E] 2 We[& E ]  a[r+ki-k2, 01. 
k,=O hz= 0 

which leads to  a n  expression s i m i l a r  to (1 0): 

,a 

Kuu[r. E l =  ive[ki. E]We[r+ki, e]  
k,= 0 

Once the correlat ion function K,,[r, E] is known and the difference equation for 
the d i sc re t e  shaping f i l t e r  determined, the pulsed weighting function W,[n, E] 

of the equivalent s y s t e m  (or i t s  t r ans fe r  function W , * ( q , e ) )  can be found; 
using the known functions W,[n, E] o r  Wp*(9, E )  it is then easy  to determine 

The difference equation defining the pulsed weighting function of the 
w"[n, E] O r  W v *  ( 4 .  E ) .  

equivalent s y s t e m  h a s  the following f o r m  / 5 / :  

'&[A, n, E ]  Ve[n-m, E ] =  IYn[A, n, a[n-m], (12) 

whence We*(q ,  E )  is determined as the operator  quotient 

and thus 
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the e s p r e j  
we obtain 

in th i s  

(15)  

x.vhich gives  

Substituting th i s  e s p r c s s i o n  in ( 1  0) Lve c a n  de te rmine  the cor re la t ion  
function K;:  [ r ,  €1. 

One c a n  now u s e  tt-e functlon KJr ,  e ] ,  the autocorrelat ion function K,. [ r ]  
of the input, and f o r n u l a  ( 7 )  t o  find ?he autocorrelat ion function K2[r ]  O S  
the dis turbance a t  an) point of the cont ro l le r  block, assuming the pulsed 
weighting functions V [n, E ]  and V?[n, €1 are knou-n beforehand. 
possible  not only to investigate the path of the internal  d i s turbance  in the  
control ler ,  but a l s o  to  localize i t s  effective region, corresponding to  the 
masinium corre la t ion  in the series of autocorrelat ion functlons defined by 
( 7 )  for the var ious  blocks of the  s y s t e m  descr ibed  by the  pulsed \veighting 
functions R,, [n, e ] .  

following pa rame te r s :  

This  makes it 

[.et u s  cons ider  a n  example. Suppose the s y s t e m  ( F i g u r e  1 )  h a s  the 

The autocorrelat ion functions of the s igna ls  are  approximated by 

K,.[r. O]=.-l ,e-~ir=0.836e -O 09r : 
K,,[r, , ] = , ~ , < - t y [ ~ f z l  = 1,3&-"84p+z I 

It i s  required to  find ,:he autocorrelat ion function of the dis turbance,  i f  
h ' , (p )  = K i = ' L  is the amplifying component and the s a m p l e r  produces  
rectangular  pu lses  with pulse  duty r a t io  y = I  and pulse  repeti t ion period 
T = O .  02 sec. 

In t e r m s  of d imens ionless  var iables:  

and 

where  

q = T p ;  p = Q .  T 



.After reduction of the circui t  as il lustrated in  F igu re  2 ,  w e  obtain the 
feedback t r ans fe r  function along the path of the disturbance: 

I Expressing (17)  as a s u m  of par t ia l  fractions,  we get I 

Since 

it follows that 

o r  

1 ev- 1 eq- 1 1 + -e-.05E+ 2 -e--0.256 p- e-0.25 . 

Substituting this expression into (1) and rearranging,  we obtain 

The t r a n s f e r  function of a f i l ter  which produces a random process  with 
autocorrelation function K,Jr, E ]  is known f r o m  151: 

and af ter  substitution of the values of A, and a, this becomes 

eo 
eq - 0.43 . we* (4, e) =0.44 - 

The ' t r ans fe r  function of a f i l ter  which produces a p rocess  with auto- 
correlat ion function K&, e] a t  the output is 
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Applying the inverse  D- t ransformat ion  to this  expression,  we obtain the 
pulsed weighting function of the fi l ter:  

From (10) w e  get 

The required autocorrelat ion function of the d is turbance  can  now be defined, 
using 

K,,[r,n]=h',*.Klf[r,O]=3.34 . e - 0 o g r  , 

whence 
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L . A .  G i p s h ,  V . P .  P e k a  

DETERMINATION OF OPTIMAL STOCK L E V E L  
FOR RANDOM DEMAND 

A method 1s descrihed for determining the optimal rrock level when the demand for the commodity IS 

random (Poissonian I. An optimization criterion IS chosen and the functional equation of the optimal 
StocK derived for a fixed rime interval. 

Consider a stockpile of i t ems  ( s p a r e  pa r t s )  subject to a demand of 
random nature, dis t r ibuted according to a Poisson law: 

where P ( i )  i s  the probability that i demands [each for a single i tem] a r e  
made in the t ime t ,  and h i s  the intensity of the demand. 

An amount Y of i tems  is s tored  once in the en t i re  planning period. 
unavailability of a single i tem in the stockpile at  the moment of demand 
entai ls  a lo s s  of Q rubles .  

factor)  is: 

The 

The cost  L of holding unit stock per  unit t ime (one day) ( the stockholding 

where 9 i s  the cost  of an  item, q the annual percentage income f rom 
outlay, and 365 the number of days in a yea r .  

The optimal stock level is determined by considerat ions of economic 
expediency. 
or formulated a s  constraints .  A sui table  index for  the optimal stock i s  
thus the minimum s u m  of the overhead expenses  involved in holding the 
stock and cost  of not being able to meet  a demand. 

In i ts  most  genera l  form,  the functional minimizing these  lo s ses  may be 
expressed  as the s u m  of the following two products:  the stockholding factor  
L multiplied by the amount of stock and the i r  holding t ime,  and the penalty 
factor  Q multiplied by the number of unsatisfied demands: 

All other  considerat ions may be e i ther  reduced to the f o r m e r  
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where  v,, is the opt imal  amount o f  s tock, i i s  the number of demands,  and 
11.' the expectation ot' the tinie of the i- th unsatisfied deniantl (failure).  

The expectation 2f the t i m e  of the i - th  failure is 

v-here  .' is the durat ion of the planning period and / ,( i t the probability 
(tensity of the t ime of the i - th  failure.  

If the  fa i lures  ot:,ey a Poisson law, the probability density uf the time 
o f  the i- th f a i lu re  i:; governed by a n  Erlang distribution: 

Substituting ( 4 )  in  (3)  and integrating, w c  obtain 

Slultiplying the second expression in s q u a r e  bracke ts  by t ,  dividing out 
ijY c-ir- I 

( i -  I ) ! ,  and c.ollecting like t e r m s ,  u-e obtain 

kc - 2 p  I + 2 ( i  - 1 ) ~ i - 3 1 ; - 2 +  
( i - I ) !  

p./= L - e - 2  - 
h 

+3(i-l)(i--2)b'-'1'-3+. , + ( t - l ) ( i - l ) ! f +  

[ ( i f ) ' - ' + 2 ( ~ -  I )  (A t ) ' - '+  

+.'3(;-  I )  ( i  -2 )  ( A t ) ' - 3 +  . . , + ( i -  I )  (i- I ) !  U t i ! ]  

E. 

+ , + (i- I ) F . t + t ' J )  

Subtracting e,' f rom P , ~ + I :  
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I The final form of (2 )  is I 

1. 

2. 

3 .  

B e 1 1 m a n , R. and S. D r e y f u s . Applied Dynamic Programming.  - 

D r u z h i n i n, G . V. 

F e 11 e r , W. 

Princeton Univ. Press. 1962. 

of Automatic Devices). Moskva, "Energiya. I '  1964. 

Volume I. New York, John W i l e g  and Sons. 1950. 

Nadezhnost' us t rois tv  avtomatiki (Reliability 

An Introduction to  Probability Theory and i t s  Applications, 
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L . A .  G i p s h ,  V . P .  P e k a  

DE T ER.WNA TION 0 F 0 P TIL\fA L STOCK 
L E V E L  FOR A GROUP OF CUSTOMERS 
UNDER CONDITIONS O F  RAND0.I.I DEJfrWD 

.A centralized :yaem suppiyiig a group of customers i s  considered. A model i j  set up to determine the 
optirnal central  stock level,  with an algorithm fur i t s  distribution among the cthtomers. 
: d \ z d  <?n the assumption that the demand at the points of dirx ibut iun ti Poissonian. 

The problem I I  

Consider a group of cus tomers ,  each with h is  own stockpile, and a 
cent ra l  stockpile which is used to replenish the cus tomers '  s tocks  (local 
stockpiles). The cent ra l  stockpile is provided with an amount Y of stock 
once during the en t i r e  planning period T( say  a qua r t e r  year ) .  The stock 
in the loci1 s t o r e s  is .replenished in lots  of fixed s i ze  y-xwhen the i r  stock 
level fa l l s  below a given level x. 
commodity f rom the cent ra l  stockpile to a local one is T. 

The stock level Y ,  the lot s i z e  y-x, and the c r i t i ca l  stock level in each 
local  stockpile must  be chosen in  an  opt imal  manner ,  i. e. 
minimize the expected cost  of holding stock and the cost  of not being able  
t o  meet  a demand. 
factor ,  i. e., the cost  o f  holding unit stock pe r  unit time, and the dead-t ime 
factor  q ,  i. e.. the  cos: of the cus tomer ' s  dead t ime as a resu l t  of the 
unavailability of the a r t i c l e  during the t ime u required for  rush  del ivery 
f rom the cent ra l  stockpile or the manufacturer .  

The t ime required to de l iver  the 

so  as to  

To de termine  these  cos t s  we u s e  the stockholding 

The demand i s  assumed to obey a Poisson law 

where  P(i)is the probability that i demands are made in t ime f, h i s  the 
intensity of the demand. 

W e  sha l l  de te rmine  the stockholding cost  in the local stockpile during 
a s ingle  cycle  of the supply process ,  i. e., during the mean t ime  between 
success ive  replenishments .  

the stock level is varying f rom ya to xaf 1 is 
The mean t ime bekxeen success ive  demands a t  the local stockpile while 



or,  equivalently, 

where  i is the amount of the demand, y k  is the initial stock level in the k-th 
local stockpile, xk is the stock level a t  the k-th local stockpile a t  which a 
replenishment o r d e r  is made to the cent ra l  stockpile, and hk is the intensity 
of demand a t  the k-th stockpile. 

However, during the t ime T required to fill the o r d e r  f rom the cent ra l  
stockpile m o r e  demands may be made a t  the k-th local  stockpile, and the 
stock level may fall  below xk. Consequently, a f te r  del ivery of a n  amount 
yk-xkfrom the cent ra l  stockpile, the s tock level in the k -th local  stockpile 
when the new supply cycle s t a r t s  is less than Y k .  The probability that the 
new cycle will s t a r t  a t  level  yk, or, what is the same,  that no demands are 
made a t  the k-th stockpile during the period TA, is 

P (0, Tk) = e-'hFk , 

where Tk is the t ime required to  fi l l  an  o r d e r  issuing f rom the k-th local 
stockpile. 

The probability that the new cycle will s t a r t  a t  a level  Yk- I may be 
expressed  as follows: 

Expression (4 )  now becomes 

The stockholding cost  during the period Th is 

where piF is the expectation of the t ime of the i-th demand. 
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where  / i f f )  i s  the probability densi ty  of the- t ime of the i - t h  demand. 

is Erlangian ; 2 ,  : 
In o u r  c a s e  (assuming a Poisson dis t r ibut ion of demands j  this  density 

e-%tE.ki 
f , f t ,  = f i -  I ) !  . 

Substituting ( 8 )  in 1,7) and integrating, w e  obtain 

X detailed der ivat ion of (9)  may be found in , 3 i .  
The final expression for  the stockholding cost  during the t ime -ck is 

The ave rage  number of cyc les  in a qua r t e r  y e a r  is 

The total stockholding cost  during 6ne supply cycle  a t  the k-th local 
stockpile is now obtained by adding (5) and (10): 

The cos t  of not being able  to  meet  a demand a t  the local  stockpile i s  the 
product of the fac tor  q and the expectation of the number of unsatisfied 
demands  during the t ime T. For a s ingle  supply cycle ,  th i s  i s  

and for the en t i r e  planning period 

1 I3 



w h e r e  
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S, a t  the k-th local stozkpile may have any value from y,,down to xl~+Iwith 
equal probability, in view of our  assumption that the a r r i v a l  of demands a t  
the local stockpile is uniform. Thus 

v k  ssk >,rli f 1,  
and 

The stockholding cost  a t  the k-th local stockpile is (see ( 7 )  - ( l o ) )  

and by ( 2 1 )  

The cost of not being able  to meet  demands a t  the local stockpile, due 
to interruption of de l iver ies  f rom the cent ra l  stockpile, is the product of 
the probability that all the local s tockpi les  rece ive  demands exceeding the 
stock level Y a t  the center  and the conditicnal expectation of the number of 
unsatisfied demands in each subdivision due to exhaustion of stock a t  the 
local stockpiles, when the total  number of unsatisfied demands is i .  

stock by i i s  
The probability that the number of demands exceeds the total avai lable  

The probability that a given demand r eaches  the k-th local stockpile 
the ra t io  of the corresponding intensity of demand to the total intensity 
a l l  z stockpiles: 

is 
for 

The probability that exactly j demands reach  the k- th stockpile when 
there  i s  a total of i demands a t  a l l  z local s tockpi les  is determined by 
considering a sui table  sys t em of Bernoulli t r i a l s :  

Pk(j)  = cxfPklqki-i, (26)  

where c,f IS the number of combinations of i i t ems  j a t  a time, and q k = I - P k .  

I I5 
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(31) 

The value of C(Y' is given by ( I  9).  
The optimum values of Y, Xk,  and Y k  may be  determined by mininiizing 

the function (31).  
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S . G .  Z v o n o v  

APPLICATION OF THE TWO- DIMENSIONAL 
2 - TRANSFORM IN DETERMINING THE 

SIGNAL IN A LINEAR SAMPLED-DATA SYSTEM 
AUTOCORRELATION FUNCTION OF THE INPUT 

The two-dimensional z-transform i, defined, a table given, and a method described for seeking the 
statistical characteristics of the input signal of a linear sampled-data system with constant parameters. 
A l l  these problems are considered i n  relation to unbiased discrete functions of two arguments f ( n .  m).  

The value of opera tor  methods in investigations of automatic control 
sys tems has  long been recognized. 
s ta t i s t ica l  dynamics of automatic s y s t e m s  in the monograph 111, whose 
main subject i s  continuous sys tems.  

Together with continuous sys tems,  sampled-data  s y s t e m s  have been 
extensively developed, and operator  methods play an important ro le  in 
the i r  analysis  1 2 ,  5 1 .  Much cred i t  is due to Ya.  2. Tsypkin for the 
development and extension of these  methods. 
sampled-data sys tems is studied in 14, 5, 6 1 ,  in which the analysis  and 
synthesis  a r e  based on the theory of finite-difference equations, the 
basic  dynamic charac te r i s t ic  of sampled-data  sys tems in the t ime domain 
being the pulsed weighting function. 

considered in / 11, in par t icular ,  the two-dimensional z- t ransform,  in the 
dynamic analysis  of sampled-data  sys tems.  

Operator methods a r e  applied to  the 

The s ta t i s t ica l  dynamics of 

We wish Lo investigate the use  of operator  methods analogous to those 

1. BASIC NOTIONS AND DEFINITIONS 

Let f (n,  m) be a d i sc re t e  function of two var iables  n and m ( n ,  m=O, 1.2,. . .), 
represent ing a two-dimensional t r a in  of 6-pulses of a definite amplitude, 
with period T = l  in  each of the var iables;  
increase  a t  most  exponentially, s o  that 

the function is assumed to 
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w h e r e  < \ I ,  c t i  a r e  cert,ain constants; c and d a r e  the growth indicators  of 
f t ! i . i n t  in the var iab les  n and m ,  respect ively.  

The expression 

(2)  F ( z , z , ) =  2 2 i ( r ~ , m ) z - ~ z ~ ~ ~ ~ ~ = Z ~ [ f ( ) t , n z ) ] .  
"-0 m-0 

where z=e* ,  zt = - P ,  p and p ,  being the complex arguments  of the correspondlng 
Laplace t ransform,  is called the two-dimensional z- t ransform of the 
function / ( n .  m), and the la t te r  is called the pre- image  of i t s  t ransform.  

Formula ( 2 )  may be wri t ten 

n = O  m=O 

iziiere the inner  s u r .  is the one-dimensional z - t ransform of the function 
f ( n ,  m )  in the var iable  m with pa rame te r  n. 
=- t ransform in the var iable  m by Z,, w e  wr i te  

Denoting the one-dimensional 

Expression (2 )  then becomes 

w h e r e  2, denotes the one-dimensional z- t ransform in the var iable  n, with 
pa rame te r  21. 

In view of (4) ,  

F ( z ,  zI) = Z n C J f ( n .  m)fl (6) 

and so 

z2=zn2,. ( 7 )  

T h u s  the two-dimensional 2- t ransform is equivalent to  success ive  
application of two one-dimensional one- sided t r ans fo rms  in the respect ive 
var iables;  moreover ,  the o r d e r  of application is immater ia l :  

z,znI=z,z,. ( 8 )  

If F (z ,z I )  = Z $ / ( n . m i l ,  the  analogues of ( 6 )  and (7)  for  the inverse  two- 
dimensional z-trans:orm Z2-I are 

and 
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Applying the inversion formula for  the one-dimensional z - t ransform to 
2, and 2, /2 ,  5/, w e  der ive  the following inversion formula for  the two- 
dimensional z- t ransform: 

$ $ F ( 2 ,  zl)z"-'zlm-ldzdzl, (11) 
1 f(n, m ) =  - - 

4n2 / z ~ = s ' I Z > i = e d  

where IzI=ec and Iz11=ed a r e  c i r c l e s  whose in te r iors  contain all  the poles of 
F ( 2 ,  21) a s  a function of z and z,, respect ively.  

to those of the two-dimensional Laplace t ransform 111; 
proved on the bas i s  of ( 7 )  and the corresponding proper t ies  of the one- 
dimensional z- t ransform / 2, 5 1 .  

The basic  proper t ies  of the two-dimensional z- t ransform are analogous 
they may be 

2. RELATION OF THE TWO-DIhlENSIONAL 
t- TRANSFORM TO THE LIh'IIT ONE-DiMENSIONAL 
TR.ANSFORM 

In investigations of the s ta t i s t ica l  propert ies  of d i sc re t e  sys t ems  it is 
often necessary  to use  functions of two arguments  n and m ,  corresponding 
to two instants  of t ime in the operation of the system. In the s teady-state  
case  it i s  convenient to introduce the new variable  

To distinguish between t ransient  and s teady reg imes  in the performance 
of the sys tem we introduce the notion of the p re se t  period of the sys t em ' s  
operation 

N = m i n ( n ,  m)  . (13) 

The condition for transition to a steady reg ime i s  N+m. 
condition is satisfied the quantity l=n-m has  a definite sense ,  though both 
var iab les  n and mapproach infinity. 

Thus, w e  must de te rmine  proper t ies  of the two-dimensional z- t ransform 
which de termine  the behavior of the pre- image  not only when n=m and m = w  
but a l so  when N+m. 

f ( n ,  m )  whose two-dimensional z- t ransform i s  

When this 

Suppose some  property of a d i sc re t e  sys tem i s  descr ibed by a function 

n=O m=O 

The domain of summation cons is t s  of the en t i re  f i r s t  quadrant of the 
n m -plane (F igure  1). 
a s  illustrated; 
bisector ,  w e  have 

Let u s  divide this  domain into two domains G I  and Gz 
summing separately in  each of these domains and along the 

n=O m=n m = O n = n  I 

I20 



\f e now replace  the var iab les  n and m by l = n - m  and i V = m i n ( n , m ) .  
In the domain Ct, m Z . n ,  therefore  

l<O. n = N ,  m = N - 1  (16) 

In G ,  w e  have n a m ,  and 

l >O,  m = N .  n = h ' + l .  ( 1 7 )  

After appropr ia te  changes in the l imi t s  of summation, we obtain 

I t  i s  c l e a r  that 

a nd 

are the one-dimens:onal one-sided z - t r ans fo rms  of the functions f (N+I,  iV) and 
f(.V, N - 1 )  in  the v a r i t b l e  1 ,  with p a r a m e t e r  N .  Thus (18) may b e  writ ten 



Formula (21) is the one-dimensional z- t ransform of the function FI(z, N )  + F p  
(zl. N )  - f  (N, N )  in the var iable  N .  

By the theorem on the finiteness of the one-dimensional z - t ransform 

lim [ F I  (2, N )  + F 2 ( z l ,  N )  - f ( N ,  N ) ] =  lim e @(s 21). ( 2 2 )  
N-+W Z Z , - + l  221 

Let u s  consider  some par t icu lar  cases .  
Let f ( n , m ) = f ( n - m ) .  Then f ( N , N ) = f ( O ) ,  f ( N + I , N ) = f , ( f ) ,  and f ( N , N - f ) = f ? ( - - l ) .  

The corresponding one-dimensional t r ans fo rms  are 

I 

and ( 2  1) becomes 

I 

If f ( L )  is an  even function, i. e. ,  

f (n ,  m) =f(ln-ml), 
then 

@(2, 21) = 23- [ F ( z )  + F ( Z l )  - f ( O ) l .  (26 )  221 - 1 

However, i f  f(n,m)depends not only on the difference between the arguments  
but a l so  on N ,  then in the genera l  ca se  the input process  is a t ransient  
which approaches a steady p rocess  a s  N+=. 
may be derived f rom (21) and ( 2 2 )  by setting 

The s teady-state  condition 

I lim Fl(z, N )  = F I  ( z ) ,  

lim N )  =F2(zI), 
l i m f ( N ,  N )  = f ( O ) .  , 

N - m  

N-+m 

N” 

Accordingly, we have 

221 - 1 lim - @(Z,Zl )  =F,(z) + F z ( z - ’ )  - f ( O ) .  
21*+1 2.21 

If f (n ,  m )  =/(In-ml). then FI  (2 )  =Fz(z) = F ( z ) ,  and 

5445 

zz,- 1 - @(2,  21) =F(z)  + F ( z - ’ )  - f ( O ) .  lim 
Z Z , - + I  =I  
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N o t e  that for a s teady  r e g i m e  ( 2 9 )  coincides with the formula  for the two-  
sided r - t r ans fo rm ,'2, 3 ; .  

. 3 .  RELATION B E T W E E N  THE TWO-D1;LIENSIOKAL 
z- TRANSFORRIS OF THE ALTTOCORREL4TION 
FUNCTIONS OF THE LNPUT AND OUTPUT SIGX-ALS 
OF -4 LINEXR S-41IPLED-D-ATA SYSTEXI 

-4s shown in , ' 4 / ,  the autocorrelation function K , ( n , m )  of the output signal 
is related to  the autocorrelation function K X ( n ,  m )  of the input s igna l  of a 
nonstationary sampled-da ta  sys tem,  
x * ( n , m ) ,  by the formula  

whose pulsed weighting function i s  

( S O )  

11ultiplying both s ides  of ( 3 0 )  by ~ - " Z I - "  and summing ove r  n and m from 0 
to X, w e  obtain 

,A 2. I- n m 1 

Denote the two-dimensional z- t r ans fo rm of the output-signal auto- 
cor re la t ion  function by @)K@(z,  z,) ,  and change the o r d e r  of a summation on 
the right-hand s ide ;  then 

l==O k d  m=R 

BJ- analogy with the incomplete one-sided Laplace t ransform,  we ca l l  the 
express ions  in s q u a r e  bracke ts  

m=k J 

the incomplete one-sided z- t ransforms of the  weighting function. 
The re fo re ,  ( 3 2 )  may be wr i t ten  

( 3 3 )  

I ? ?  



Thus the two-dimensional t r ans fo rm of the output- signal autocorrelation 
function i s  determined by the input-signal autocorrelation function and the 
incomplete z - t ransforms of the weighting function. 

For s ta t ionary sys t ems  we have 

(35) I \VI (2, I )  =z-'W(z); 
\ V l ( Z , , k )  =zl-*w(z,), 

where W ( z )  is the t r ans fe r  function of the sys tem.  

autocorrelation function by ~ ) K ~ ( z ,  ZI), we obtain the equality 
Substituting (35) in (34) and denoting the t r ans fo rm of the input-signal 

Q ) K y ( Z , 2 1 ) = W ( Z ) W ( Z l ) Q ) K x ( Z , Z I ) ,  (36) 

which de termines  the t r ans fo rm of the output- signal autocorrelat ioc function 
fo r  a sys t em with constant p a r a m e t e r s  and weighting function w ( n - m ) .  

4. AUTOCORRELATION FUNCTION OF THE 
OUTPUT SIGNAL 

Let u s  consider the c a s e  of a sampled-da ta  dynamic sys t em whose input 

The two-dimensional z- t r ans fo rm of the output-signal autocorrelation 

K x ( l )  is an  even function with one-dimensional t r ans fo rm 

i s  a steady random signal x ( n )  with autocorrelation function K z ( l )  ( l=n-m) .  

function i s  then given by (36).  

so that by (26)  and (36) 

I 

I The one-dimensional z- t r ans fo rms  of most  autocorrelation functions may 
be expressed  in the form of a proper  fraction 

The s a m e  holds for  t r ans fe r  functions of sampled-da ta  sys t ems :  I 
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Let u s  wr i t e  ( 3 9 )  in the f o r m  

and e x p r e s s  W(z)and W ( z )  F,(z)as s u m s  of par t ia l  fractions:  

Ai  z 
wiz) = 2 z--ai ; 

,= I  

(43) 

where  a2=e- i i  , uk=e- ’ * ,  and r a r e  the numbers  of poles of E’(.?) andF,(z), 
respectively.  

The coefficients of the expansions a r e  determined by the usual rules:  

Similarly,  

. 1. 

h = l  

Xssuming that a l l  the poles of W ( z )  and F l ( z )  are s imple  and that these 
functions have no comm,m poles, we use  ( 4 3 ) ,  (44 ) ,  (48), (49 )  to t ransform 
(42)  to the f o r m  

I r+o , I  

where 



To determine  the autocorrelat ion function we must  r e tu rn  to the p re -  
image space.  
z- t ransform,  we find that (50) cor responds  to  the following pre- image:  

Using the l inear i ty  of the d i r ec t  and inverse  two-dimensional 

, r+v r r  

K,(n, m )  = 2 A ,  Bk Kz(ai,  a h )  -+Kz(o) 2 Ai K=(ai, ah), (52)  
r = l  knl i-1 k=I 

where K , ( a i , a k )  is the pre- image  of F ( a i ,  a*). 
Let u s  de te rmine  the pre- image  of the t ransform 

Writing the inversion formula fo r  the expression 

for  n a m  in the form 

c I 

and using the Residue Theorem, we obtain 

To find the pre- image  of F l (z ,z l ) for  m a n ,  we must  rewr i te  (54 )  in the 
form 

1 

Application of the Residue Theorem yields  I 

I We introduce new variables  fo r  the domains GI and GI (F igu re  1): 

I-In-ml and N=min(n, m).  

s ince  in the domain GI ( n z m )  

and in GI ( m a n )  

n-m=i, n=N, 

n-m=-l ,  m=N. 
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In t e r m s  of the new var iab les ,  fo rmulas  (55) and ( 5 7 )  become 

The p r e -  images  of the t r ans fo rm 

for n>m and m a n  differ from (58) only in that a, and ab are  interchanged. 
Thu 5 

Adcling (58) and (59 1. we see that for all r i a 0  and m a 0  the tlvo-dimensional 
z- t r a n s f o r m  ( 5 3 )  h a s  the p r e -  image  

Let u s  cons ider  some spec ia l  cases. 
1. One of the te rms  of the t r ans fo rm U ) ) K ~ ( Z ,  z , )  has the form 

Setting ah=a,in ( 6 0 ) ,  we obtain 

2 .  \Vhena,+l, the right-hand s i d e  of ( 6 2 )  becomes a n  inde termina te  
0 
0 express ion  of the type - . Using I 'Hospital 's ru l e ,  u-e find that the  t r ans fo rm 

222, 
221- I (2- 1 )  (2, - 1) 

F(1 ,  I ) =  = 
has  the p re - image  
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3. If aR=ai-I, the right-hand s ide of (60) i s  again indeterminate; 
reasoning a s  before, we s e e  that the two-dimensional t ransform 

"I 

(2, -ai) (z-a,-l) ] (65) 
ZZI F(a*, ai-1) = - 

(2-ai) ( 2 1  -a{-l) 
+ 

has the p re -  image 

4. When a++, the two-dimensional t ransform 

F ( 0 , O )  = 23.- 
IZI - I 

has the pre- image  

The function (68) coincides with the latt ice a-function / 4 / ,  which is the 
d i sc re t e  analogue of the Dirac &function for  f=n-m: 

I if  n=m; 
0 if n#m. 

a(n-m) = 

W e  collect a l l  our  resu l t s  in a table of t r ans fo rms  and pre- images ,  which 
contains a l l  the data required for  determining the s ta t is t ical  charac te r i s t ics  
of the output variabIe in a sampled-data dynamic system. 

TABLE 1. 

Transform P (% ZJ Pre-image f (n. m) 

221 

221-1 

~- 

2 ( N + l ) .  N=min(n.m). 221 222, - 
221-1 (2 - l ) ( z l - l )  

(N+ 1) (."'tu-") zzI 1 I 221 [ 221 
221-I (2 -u ) ( .Z , -u -~ )  + ( z - u - ~ ) ( z 1 - a )  

Using Table 1 and formulas (50), (52) one can solve various problems 
in the s ta t is t ical  analysis of sampled-data systems.  
presence  of the factor [ I -  (aiak)N+'I in the component (60) of the 

In s o  doing the 
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autocorrelat ion function makes  it possible  to u s e  the table and the forniulas  
to study t rans ien ts  in sample-da ta  sys t ems .  

5. ESAlIPLES 

1. Let u s  find the autocorrelat ion function a t  the output of a sampled-data 
sys tem with t ransfer  function 

1.42'- 1.068~- 
F ( 2 )  = 

z2 - 1.5562 - 0.607 

when the input is d i s c r e t e  white noise of unit intensity, whose auto- 
correlat ion function is K,(n, m )  = o ( n - m ) / 4 / .  

function is, according to Table  1, 
The two-dimensional t r ans fo rm of the input- s ignal  autocorrelat ion 

In applying ( 4 3 )  - (49),  note that 

a nd 

a ,  = e-0.2, A 1 = E1 = I ,  
a2= e-0.3, A2= B2=G.4. 

By (50) and (51), 

0.4 221 0. 162rl 
(721 + (z -a2)  (21 -at) + ( -?-UP)  ( Z , - U * )  ] ' 

Using Table I and formula (52), we find the output-signal autocorrelat ion 
function: 

h',(n. m )  =3.031je-0.2f"-ml([l -e-Ol(Y*ll] +0.:335( 1 +e-O Ifn-ml  ) X  
x[1 --et - O S ~ N + I I I  +OJ 1 7 ~ - 0  iim-mi[i - e - 0 6 ( v + ~ )  11. (73) 

Letting :V+= in (73 ) ,  we can de termine  K, (n ,m) fo r  the s teady reg ime.  
2. Let u s  de te rmine  the t r ans fe r  function W ( z )  of a d i sc re t e  f i l t e r  which 

t r ans fo rms  d i sc re t e  wiiite noise  of unit intensity into a random process  y(n) 
with autocorrelat ion function 
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By Table 1: 

.=I 
a)KX(Z, 21) = . 

Using (36), (75), and (76), w e  have 

whence 

For the steady regime,  we let N-tm in (78) and obtain 

Formula (79) w a s  obtained in 141 in  the form of a difference equation. 
The author is indebted to  A. N. Sklyarevich for valuable advice and 

assis tance.  
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In this  paper we consider the p r o h t e n i  of minitiiizing the n u n i t w r  of 
check points or cIiagno:;tic-inforri~ati~,n imtplits. To this  end .:;e pruposjc 
the re 11 r e sent. a t I on of c o i i i  p 1 ex m e  c, h an i c a 1, b io log i c a 1, p hj- s io log i c a 1 a rid 
o ther  sys t ems  by graph-niodeIs; 
d c v e l o p  procedures  for detection and localizztion o f  e r r o r s .  

by the following data:  

the metho(i may also be i.ise(i t o  

From the mathematical  viewpoint the graph-  niodel of a sys t em is qi-:en 

I )  a finite set of p a r a m e t e r s  (syn1p:oni.i) 

.X=(a. b , ~ ,  . . . ,X,Y.Z}, (1, 

the ver t ices  of the graph; 
3 )  a finite s e t  of edges  U, where 

sn u = m  

3 )  a t e rna ry  predicxte, the incidence predicate:  

By ( 3 )  and ( 4 )  a graph-model i s  a directed graph. Formula (5 )  s t a t e s  
that the graph  may contain loops a t  single ver t ices .  Since the graph may be 
disconnected, the p a r a m e t e r s  of the sys t em under consideration need not be 
cor re la ted .  
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The more  rel iable  the initial information, the m o r e  rel iable  the graph 
Once the graph has been s e t  up, as a mathematical  model of the system. 

one can use the formal  mathematical  apparatus of Graph Theory / 11. 
We f i r s t  formulate the basic idea underlying the algorithm for 

minimization of the number of controlled pa rame te r s  by means  of a graph- 
model of the object. 
model i s  reduced by mapping the ve r t i ce s  rejected in the minimization 
p rocess  onto the remaining ve r t i ce s  by considering the sho r t e s t  path f rom 
the fo rmer  to the la t ter :  

The number of ve r t i ce s  (pa rame te r s )  in the graph- 

I S I ,  (6) 

where 1 i s  the number of edges in the sho r t e s t  path. 

minimizing subset or is the init ial  ver tex of an edge whose other ver tex is 
in the minimizing subset.  

stable subsets  of the graph. 
subset 

Thus any member  of the initial s e t  of ve r t i ce s  is e i ther  a member  of the 

Mathematically, the problem is solved by finding the minimal  externally 
An externally s table  subset  of the graph i s  a 

which sat isf ies  the formula 

vXrxc x, e T (r, n ~ s t 0 ) r .  ( 8 )  

where T x  i s  the image of X under the (many-valued) mapping descr ibed above. 

where 
We a r e  not interested in the whole family of externally s table  subsets  T,  

X E f .  T E f ,  (9) 

but only in the minimal subsets:  

where f m t n  is the family of minimal  externally s table  subsets .  

it  is based on repeated constructions of graphs.  

nature  and more  suitable for  computer applications. 

equality 

There  is a well-known algorithm, due to  C. Berge i l l ,  for finding T&; 

In this paper we t r y  to  establish algori thms which are m o r e  formal  in 

A theoretical  approach to the definition of fmtn may be based on the 

where 
V X ( f ,  5 f ,  T, E r,, x E r,) (12) 

(13)  
and 

vx(r,=f,  U f , + ,  u.. . u Tr), 
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T h e o r e m .  If T 1  f. then the minor  

D = I tl.. t J , 

o f  the m a t r i x  C .  consisting of the rows, such  that 

V’(5- / A S  e L )  

and the columns,  such that 

V t ( r  - L )  

sa t i s f i e s  the condition 

Since the a lgeb ra i c  a lgori thm is a m a t r i x  representat ion of externally 
s table  subsets ,  the prDof follows f r o m  (8). 
subse ts  are  those satisfying ( 2 9 )  for t=t,,, 

In pract ice ,  T,,, may be constructed by consider ing the ve r t i ce s  for 
which the s u m  of e lements  of the corresponding rows of C i s  minimal:  

The minimal  externally s t ab le  
. 

and the v e r t i c e s  with rtiaxinial sun] of e lements  of the corresponding 
columns of the matrix: D: 

ds, t kt (31 ; 

C o  r o 1 1 a r . All  the external ly  s t ab le  subse ts  contain ve r t i ce s  
corresponding to z e r o  rows  of the m a t r i x  C, 1. e . ,  

vi (ri=O+i i T). i 3 2  1 

Let u s  consider  an  example.  The adjacence m a t r i x  of the graph of Figure  1 
I S  

a b e g f  

b 1 0 0 0 0  
A= e 0 1 0 0 0  

g 0 0 1 0 0  
f O I O l O  

Q 0 0 0 0 0  

(33 1 
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For t = l  and t = 2  t he re  i s  no mat r ix  Dsatisfying condition (29).  
get four mat r ices :  

For t=3 we 

a b e  

D, = q 0 0 1 j  f 0 1 0  

b l  1 0 0 1  
f 0 0 1  

0 3  = 

b / 1 0 0 /  
g 0 1 0  

D, = 

T h u s  fmin =3, i. e., the minimal  external ly  stable subse ts  consis t  of t h ree  
elements .  The s e t s  Tjmi, themselves  a r e  given in (21). Note that a l l  Tmin 
contain the ver tex  a (cor responding  to the z e r o  r o w  of A),  so that condition 
(32)  is satisfied.  

The algebraic  a lgori thm is sufficiently s imple  for  computer  realization. 
In conclusion, we r e m a r k  that the graph-model  is a detailed s t ruc tu ra l  

representat ion which takes  into account a l l  interconnections between the 
pa rame te r s ,  and may a l so  s e r v e  as a mathematical  model fo r  the 
investigation of other  logical and information p rocesses  which r equ i r e  no 
knowledge of the quantitative re la t ions  between the pa rame te r s  and the i r  
dependence on time. 
not only of numerous problems of control  and diagnostics;  it i s  a l so  
applicable to  empir ica l  mathematical  descr ip t ions  of complex biological 
and physiological sys tems.  
difficult to represent  the l a t t e r  by analytic mathematical  models such a s  
sys t ems  of a lgebraic  or differential  equations; other  types of models a r e  
needed, among them a lso  qualitative causa l  models.  In addition, our  
approach makes it possible  to c a r r y  out analysis  of the object with regard  
to localization of e r r o r s ,  i f  the superposi t ion of the functions (pa rame te r s )  
is discontinuous. 

introduction of weighting and probabilist ic categories,  and by allowance 
for the demands of specific problems of control  and diagnosis. 

This formulation of the problem is cha rac t e r i s t i c  

In the opinion of the au thors  of / 3 / ,  it is 

I 

In the future we  propose to improve the graph-model  technique by the 
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L . N. Lro 1 /z 0 1.' 

A K  ENGINEERING AIETHOD FOR ANALYTIC LEAST-  
SQUARES OPTIMIZATION O F  R E A L I Z A B L E  SYSTEMS 

In solving cer ta in  problems involved in the leas t - squares  optimization 
of sys t ems  whose input consis ts  of random signals  with nonzero expectation 
g ( t ) ,  the  functions g ( t )  a r e  expanded in Taylor series over  some t ime 
interval .  
which are quite difficult to r ea l i ze  11, 41. 
suitable representat ion of the function g ( t )  over  the t ime interval, one can 
obtain the optimal pulsed weighting function in the fo rm 

Solution of these problems yields  pulsed weighting functions 
However, by choosing a 

Moreover ,  a s  we sha l l  demonst ra te  below, the number of t e r m s  in this  
expansion is easi ly  determined before  the actual  solution of the problem. 
It is known 1 3  J that the pulsed weighting function in  the above form is 
easi ly  real ized by means  of e lements  with constant lumped parameters .  
The following problem is therefore  of in te res t .  

cons is t s  of a useful signal y ( t )  and noise  n ( t ) ;  both s ignals  a r e  given in 
s ta t is t ical  t e rms .  
t = O ,  e i ther  decreas ing  a s  t-- or periodic. 

The cent ra l  useful signal m ( t )  =y( t )  - g ( t )  and the noise n ( t )  a r e  s ta t ionary 
random uncorrelated functions with autocorrelat ion functions U,,,(T), R,(T), 
respectively. The des i red  s ignal  a t  the output of the l inear  sys t em is h ( t ) .  
The pulsed weighting function of the ideal  system, which converts  y ( t )  into 
h ( t ) ,  is x ( z ) .  Let the output s ignal  of the actual  sys tem be x ( t ) ;  then the total 
e r r o r  of the sys tem ~ ( f )  = x ( t )  --h(t) may be' expressed  in the fo rm 

The input of a l inear  dynamic sys t em with constant lumped pa rame te r s  

The expectation of the useful s ignal  is g ( t ) ,  nonzero a t  

e ( t )  =Stan ( t )  + e d y n ( f ) ,  
where  
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is the random coniponent, and 

t t 

e a i , , ( t )  = [ g ( i - T ) k ( T ) d  z-  J ' g ( t - r ) x ( r ) d z  
0 -a 

is the nonrandom (dynamic) component, \$-here 

( 3 )  

q ( t )  =m( t )  + n ( t ) .  

It is required to find a sys tem with pulsed weighting function (1) with 
minimal sum of squared e r r o r s ,  

e:=€ ,I.?+v e,..,', ( 4 )  

w h e r e  

( see ,  e .  g. .  i l l  j; 

and Y is a weighting fzctor .  
In the genera l  case ,  i.s i s  known I / r  l / ,  the autocorrelat ion functions I?,, R,, 
and R,of the s teady s lgnals  may be expressed  in the fo rm 

Let u s  exp res s  the function g ( t ) in  the form 

I 

g ( t ) =  k - l  2 
This is possible  both for a decreas ing  or  periodic function of time, and for 
a polynomial in t over  a finite t ime interval. In many cases  the s ignal  (5a)  
is an  exact descr ipt ion of the different physical p rocesses .  
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I 1  " m -n 

2 Aje-6P[ f D n  + I ] -  A j  ~ e - b / b * l  x ( 0 ) d e f  
/ - I  / = I  4 

r r  

+ V  dpdk [E (i +D, + I )  - 
p - l  k - l  gP+gk i - l  ai -gP 

m t  

- e - g k x s  e - g k t e - g p ( t - @  % ( @ ) d e  dt ] =O. (8b) 
\ z -  
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Q ,  i t  is sufficient to zonsider one equation. Among the r ( l + r -  I )  roots  of th i s  
equation t h e r e  are l + r -  I with posit ive r e a l  par t ,  and by the condition R&,>O 
and equation (8a) these  are the exponents of the opt imal  pulsed weighting 
function. 
t he  s u m  of the numbers  of t e r m s  in the  autocorrelat ion function R,(r)and the 
expectation g ( r ) .  

the n+l  coefficients D;  f r o m  (8b). 

pulsed weighting function ?c(T). 

practice:  f i l t e r  (%(TI =6(r) ), differentiation with f i l t e r  ( ~ ( 5 )  = 6 ' ( ~ ) ) ,  delay with 
f i l t e r  ( x ( T )  = d ( s + t , )  ). 

In these  cases substi tution of the corresponding form of x ( ~ ) i n  (8b) g ives  
the following equations: 

Hence i t  i s  c l e a r  that the number  of t e r m s  of the opt imal  k(T)is 

Thus the opt imal  sys t em will b e  completely de te rmined  if we de termine  

To de termine  the coefficients Di we mus t  know the form of the ideal 

U'e shal l  consider  t h r e e  types of x ( T ) ,  which are the mos t  important in 

(1 0 ;  

It is c l e a r  f rom (9) - (  10) that t he  total  error is a minimum if and only 
n 

if k ( z ) =  2 D,e-u',r+D,+IE~z)involves a l l  l+r-Iexponents a, (with posit ive 

r e a l  p a r t s )  which sat isfy (8a). 
f+r  different functions of the var iable  T, the coefficients of each  of these  
functions vanish siniultaneously only i f  t h e r e  are l + r  different optimized 
pa rame te r s .  
D i ,  s o  that a necessa ry  condition for the  optimum is n + l = I + r .  

A necessa ry  and sufficient condition for equations (9 ) - (  1 I )  t o  hold i s  
thus the  validity of t h e  follov, ing respec t ive  s y s t e m s  of a lgebra ic  equations: 

i -  1 
In fact ,  equations (9)  - (  10) contain 

The  rale of these  p a r a m e t e r s  is played by the  n+l  coefficients 

n 1 s Di +Dn + I -  1=0; j =  1,2,, . . ,m; 
L-l ai-bj 

i-  I 
n 

T A +D,+~ =o; j -m+  1, m + 2 , .  . .,I; 
ai-bj  

I -  I 
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I 

I 
Di - tDn+t-gp=O; p=1 ,2 .  . . . ,  r; 

1- 1 

n I +D,  + I  =O; j =  I ,  2, . . . , m; 

n I Di ,Z a +D,+ t =o;  j =m+ 1. m+2,.  , . , I ;  
i - 1  

" I +Dn +I -e-gp: = O ;  p =  1.2,. . . , r. Di 
I- 1 

Each of the sys t ems  (12) - (  14) consis ts  of I+r=n+ I l inear equations for the 
n+ 1 coefficients Dj. 
to  the final determination of the pulsed weighting function of the optimal 
sys tem.  Similar methods may be used to determine the optimal k ( r )  for  
other  functions ~ ( 7 ) .  

the total squared e r r o r .  
condition (6)  and (4a), (4b) in (4):  

Solution of the corresponding sys t em for the D ,  leads 

After  determining the optimal k ( r )  w e  wish to find the minimal value of 
To determine eoZmln we substi tute the minimum 

- --ea f g ( t - ? ) X ( ? ) d T  1 
In the three  cases  mentioned above expression (15) has  the form I 

I 
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5445 

The above r e su l t s  are c l ea r ly  applicable to  engineering computations 
of optimal s y s t e m s  (for complex input s ignals  - l+r>s- the espress ions  
easi ly  lend themselves  to  computer  solution). 

,q(t)  involving a c o n s t m t  component. 
i n  the f o r m  dke-gk? wlieregk<<I; then use  the result ing formulas  to  find the 
opt imal  pulsed weighring function, in which none of the ai tend to  z e r o  as 
g k - t O .  
equal to z e r o  in the  equations. 

g ( t )  has  the representat ion 

The method may a l so  be used to  obtain a feasible  solution for functions 
In fact, e s p r e s s  the constant t e r m  da 

One can a l so  use  formulas  ( 1 2 ) - ( 1 4 ) .  sett ing the corresponding gn 

Analogous r e su l t s  are obtained tv hen g( t !  i s  a polynomial. In th i s  c a s e  

, 
g ( f )  = 2 datk-le-C,t, (19) 

k = l  

where gh-0, k =  1 .2 , .  . . , r .  

the niinimal E~~~~ for given ezdyr .  o r  vice v e r s a  (minimal  e * d y n f o r  given 
When this  i s  done the optimum condition is again equation ( 6 ) ,  in which Y 

should be regarded as a Lagrange multiplier.  

By the s a m e  method one can de termine  the best  s y s t e m  in the s e n s e  of 

Our  method makes i t  possible to  solve a more general  problem in which 

where  

rk 

( 2 0 )  J c ( t ) =  2 d k , g .  
v=o 

To de termine  the coefficients dkv in the representat ion (20)  0;  a n  
a r b i t r a r y  t ime function f ( t ) ,  the following formula can be used: 

this formula is der ived in ; S i .  
Let us  consider  an  example.  Let 

g ( t ) = l - e - ' ;  m ( t ) - O ;  R , , ( ~ ) = e - ~ l e l ;  
X ( T )  = 6 ( ~ ) ;  v=0.23 sec-1.  

In this case d,=d,=I:  A l = l ;  b l = 5 :  g l = O ;  g i = l ;  1 = 1 ;  m=O and (8b) is 





R E L  I A  B I L  I T Y O F  S Y S  T E . I I S  

A .  N .  S k l p a v o r i r h  

IiVlTIAL DATA FOR THE ORGANIZATION OF 

It?TH A POSSIBLE STRUCTURAL FAULT 
P R E I' EiV TI V E  J IAIN'TENANC E IN A S E'S TEXI 

Initial data  are  found for t h r  orpanization of preventir? mainteriance i n a  s)jtrzm wi th  one posjible 
:trucriiral fault: rhe prohabilitb. of a fault. the average requircd nurnbcr of standby components. \Iethodi 
arc indicated far cpecdrcatton of the work ing  t ime of the sy;tcm arid the preventive maintenance period. 
[Throughour the paper w e  use the abbreviation p. m. for "prevcntike maintenance. "I 

Consider a non- renewable sys t em during whose per formance  a 
s t ruc tu ra l  fault may . x c u r .  
graphical  methods may be used to  compute the opt imal  durat ion twof the 
working cycle  of the sys tem and to es t imate  the efficiency of the sys t em 
under deviations f r o r i  th i s  optimum, provided the following f ac to r s  a r e  
known: 
p. m . ,  the intensity >. of faults, and intensity p of s y s t e m  fa i lure  when a 
fault has  occurred .  

The main inadequacy of this  method is that the quantity tpmis assumed 
known. In actual  fact  only ce r t a in  components of th i s  period may be 
regarded a s  known - the t ime t ,  needed to locate  a fault and the t ime  f, 
needed to r epa i r  i t .  
not necessar i ly  t rue  that a fault has  occurred ;  

It w a s  shown in j I /  that relatively s imple  

the calender  se rv i ce  life T of the sys tem,  the mean durat ion tpmof 

h'ow, when the sys t em is standing idle  during p. m., it is 
therefore  the equality 

tpm = t l  + t r  (1) 

is in genera l  fa lse ,  and must  be replaced by an  equality 

fpm = t l + q f , n  (2) 

where  q is the probability that the sys tem,  when idle  during p. m . ,  has  
suffered a fault. 
the  sys tem,  and so a m o r e  accura te  equality is 

In the genera l  c a s e  q is a function of the working cycle  of 

fpm =ti+ (tw) f I .  ( 3 )  

which shows that the opt imal  working cycle  tw  and the average  p. m.  t ime  tpm 
must  be  determined simultaneously. These  data, and a l s o  the function q(t , ) ,  
are basic  for organizat ion of the s y s t e m  and implementation of p. m. The 
value of q(t,) governs not only the durat ion of p. m.  but a l so  the required 
number of standby e lements ,  if faul ts  are repa i red  by replacing defective 
components. 
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To de termine  the value of q(t,), let u s  analyze the formula / l /  

( 4 )  
A F( t )  = e  - I t +  - (e  -It - e-P) , 

P-A 

which de termines  the probability of sat isfactory performance of a sys tem 
with a single s t ruc tu ra l  fault a t  an instant f ,  on the assumption that a l l  
o ther  components of the s y s t e m  a r e  re l iable .  The right-hand s ide of th i s  
expression involves two t e rms :  the f i r e t  de te rmines  the probability that no 
s t ruc tu ra l  fault occurs  during t ime t ,  and the second the [conditional] 
probability of sat isfactory performance during the s a m e  t ime interval ,  on 
the assumption that a s t ruc tura l  fault has  occurred .  Applying Bayes‘ 
formula / 2 I s  we s e e  that the probabili ty of the presence  of a fault during 
sat isfactory performance of the s y s t e m  i s  given by the relation 

where 

v=p- - -h .  ( 6 )  

Substituting f=t,in (5),  we get the probabili ty of the presence  of a 
s t ruc tu ra l  f au l t  in the sys tem when p. m. is initiated. 

The behavior of the function q ( f ) ,  or that of i ts  complementary function 

which is  the conditional probabili ty that t he re  is no fault in the sys tem,  
g iveni t s  sa t i s fac toryper formance  during t ime f, depends on the r a t io  of the 
charac te r i s t ics  p and A ,  o r ,  what is the same,  on the sign of v. 

Let u s  analyze the behavior of these  functions, and of the s i m p l e r  
charac te r i s t ic  

which i s  the ra t io  of the probability that t he re  i s  a fault to the probabili ty 
that t he re  is no fault, both on the assumption that the sys tem is operat ing 
sat isfactor i ly  during t ime t ;  we sha l l  c a r r y  out the analysis  for  the th ree  
possible  cases :  p > h  (v>O), p < h  (v<O) and p = h  (v=O). 

Note f i r s t  that in a l l  ca ses  
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i. e . ,  the  initial part of any of the  experimental ly  determined cu rves  p ( t ) ,  q ( f ) ,  
r ( t )  de te rmines  i . ,  which in turn de t e rmines  the ave rage  t ime to  the first 
faclt .  

FIGLI:E 1. tiraph of the tunct ion q ( t )  

I f  y>i.(the average  t ime  to the f i r s t  fault is g r e a t e r  than the average  
t ime to fa i lure  of the sys t em with a fault), then a s  t--- the functions p ( t ) .  9 ( t ) ,  
r ( t )asymptot ical ly  approach well-defined l imi t s  (F igu res  1 to  3) :  

and, consequently, a f t e r  a cer ta in  t ime during the operat ion of the sys tem 
the probabi l i t ies  of the presence  or absence  of a s t ruc tu ra l  fault a r e  in 
prac t ice  completely defined and in  pr inciple  independent of the actual  
per formance  of the sys tem.  
these  probabi l i t ies  may be used to  evaluate  p. 

When the value of ;? is known, any one of 

F1GUF.E 2 .  Graph of the function p ( t ) .  

If k > p  (the ave rage  t ime to the  f i r s t  fault is less than the average  t ime  
to fa i lure  of the sys t em with a fault), then v<O, and so  a s  f- (F igu res  1 
to  3) 
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i .  e . ,  af te r  a cer ta in  t ime practically a l l  sa t i s fac tor i ly  performing sys t ems  
suffer a s t ruc tu ra l  fault. It is obvious that in this ca se  

fpm =t*+t, 

and the value of pcannot be determined by finding the proportion of a l l  
satisfactorily performing sys tems in which s t ruc tu ra l  faults occur .  

FIGURE 3. Graph of the function r ( t ) .  

FIGURE 4. Graph of the function R(z) 

To de termine  the value of p i n  the c a s e  A>p we suggest  the following 
method (F igu re  4) .  
determine  the function r( t*)  and evaluate 

After a cer ta in  t ime t* f r o m  the s t a r t  of the sys tem,  

Substituting t=t* in (8) and denoting 

z= -vvt*, 
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w e  find that the quantities k and z sat isfy the t ranscendental  equation 

kz=ez -  1 ,  ( 1 2 )  

which \re solve for  given k ( e .  g . ,  by a graphical  method, a s  in Figure 4), 
finding the value of z and hence the required fai lure  ra te  p: 

( 1 3 )  t* 

Finally, w e  analyze the third case ,  A=p ( the  average  t ime to the f i r s t  
fault i s  equal to the average  t ime f rom the fault to fa i lure  of the sys tem) .  

If h = g ,  then v=O an3 therefore  equal i t ies  (5), ( 7 ) ,  (8) become 

indeterminate  express ions  of type --. 

p=h- f . 

0 
0 Using d e  1'Hospital 's ru le ,  we get 

and therefore ,  a s  f - ,  

hloreover, for  a l l  values of 

This  equality may be used a s  a tes t  for  the conditionh=p. 
(1  5) that, as in the previous case ,  i f  the  sys tem pe r fo rms  sat isfactor i ly  fo r  
a cer ta in  t ime a f t e r  i t  s t a r t s ,  a s t ruc tu ra l  fault will a lmost  always occur .  

Now that w e  know how to de te rmine  the function q( t ) -  the probability 
of a fault in the sys tem for  given E .  and p -we can find the t ime required to 
imp!ement p. m . ,  and hence the opt imal  p. m.  period. To solve the la t te r  
problem on the bas i s  of the dependence of the p. m .  t ime on the p. m. 
period, w e  suggest  the method of success ive  approximations. W e  f i r s t  
a s sume  that the p. m. t i m e  i s  defined by ( I ) ,  find the periodicity of the p. m., 
de te rmine  q(f,)according to the working cycle  tw, and then improve the p. m.  
period. After s eve ra l  i terat ions a s tab le  resu l t  is obtained, i. e . ,  the  
resu l t  remains  pract ical ly  unchanged upon fur ther  i terat ions.  
may be used as initial da ta  for  the organization of p. m. 

W e  sha l l  now find the average  number of standby components required in 
the cour se  of the calendar  se rv i ce  life to rep lace  unserviceable  components 
during p. m. Since the f i r s t  p. m .  cycle  is implemented with probability 
F(t,) and the conditional probability of a fault being found during p. m.  i s  
q t f , ) ,  i t  follows that with probability F ( f , )  q ( f , )  the  f i r s t  p. m. cycle  will 
involve the replacement  of a n  unserviceable  component. This  means  that 
to  maintain the f i r s t  cycle  for  a s ingle  sys t em a n  average  of F ( f , )  q ( f $  
standby components are needed. 

F'(f,). 

It is c l ea r  f rom 

These  r e su l t s  

The second cycle  begins with probability F(t,) and end with probability 
Since the s t ruc ru re  of the sys t em is completely renewed during p. m., 
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the  conditional probability of the occurrence  of a fault during the second 
cycle is found by the s a m e  arguments  a s  during the f i r s t ;  therefore  the 
average  number of standby components required for  a s jngle  system in the 
course  of the second cycle is P ( t W ) q ( t w ) .  
period we have F3(tw)q(tw), and for  the N-th-FFN(fW)q(t.w). 

the average  total number of standby components required for  a single sys tem 
is 

Similarly, fo r  the third p. m .  

If the  calendar  se rv i ce  life of the sys tem involves N p. m .  cycles ,  then 

or 

Let u s  conipare  th i s  formula with that defining the average  working t ime 
of the sys tem during i t s  calendar  s e rv i ce  life 111: 

The resu l t  is 

Since q ( t w ) F ( t w )  is the unconditional probability of a fault in  the sys t em 
occurr ing  during p. m . ,  and 

where N' is the average  number of working cycles  of the sys t em during i t s  
calendar  s e rv i ce  life, we see that (19) indicates  that the average  number of 
standby components required to  guarantee p. m .  is jus t  :he product of the 
undonditional probability of a fault being found during p.  m.  and the average  
number of working cyc les  of the sys t em during i t s  calendar  s e rv i ce  life. 
This  s t ruc tu re  of the formula for  m is obvious, though i t s  der ivat ion involves 
r igorous arguments .  
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CONCL.USIONS 

1.  &'e have found the law governing the probabili ty of the presence  or  
absence of a fault during per formance  of a s y s t e m  with one possible  
s t ruc tu ra l  fault .  

and the opt imal  durat ion of p. m.  for a s y s t e m  of this  type. 

replacing faulty components during the s e r v i c e  life of the s y s t e m  (assuming 
that the rep lacements  a r e  c a r r i e d  out during prevent ive maintenance).  

2 .  

: 3 .  

M'e have improved thi. technique of determining the opt imal  p. m.  t ime 

L V e  have determined the average  number  of components required for 
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L .  P .  L e o n t ' e v  

EVALUATING THE RELIABILITY OF A SYSTEM WITH 
AFTEREFFECTS UNDER INCOMPLETE PREVENTIVE 
MAINTENANCE -A  SPECIAL CASE 

A n  equation is derived for the reliability oi complex systems with preventive maintenance (p.  m. I ,  
assuming that the periods of satisfactory pertormance of the components and the t ime from failure of one 
component to failure of the system are exponentially distributed. 
systems with two types of faults, which provide an estimate of reliability after any working cycle when 
only one  fault is eliminated or when both are eliminated successively. 

We obtain recursion relations for 

In / 1 /  we derived general  formulas  for  the reliability of sys tems with 
accumulation in which incomplete preventive maintenance (p.  m.  ) is 
implemented a t  some t ime 7, i. e., cer ta in  faults are eliminated, in 
accordance with a preassigned schedule. 
es t imate  the reliability of such sys t ems  when the probability density of the 
occurrence  of the i-th fault is hie-li', while the aftereffect density, i. e., the 
probability density of the t ime f rom the occurrence  of the k-th combination 
faults to fa i lure  of the system, is pne-Pht, where p k i s  the intensity of the 
fa i lures  of the sys tem following a combination of k faults. 
distributions are based on experimental  data, but they may a l so  be derived 
f rom the physical nature  of the occurrence  of fa i lures  over  sufficiently 
varied ranges  of working t imes .  

on the assun.ption that incomplete p. m.  is initiated a t  the instant T ,  is 
given by the formula 

It is of considerable in te res t  to 

These 

It is known / I /  that the probability of failproof performance of the sys tem 

m r  

P m ( f )  2 2 S(T, (Amkx)Arlg). 
*-A I-0 

m r  

* 2 2 S (rl, (Am'x), ( A r b )  IT, ( A m W  9 ('w!/) 1. (1) 
i=o /=o 

A s  in 
eliminated during the process ,  while faults of typey, with intensi t ies  
hl', h2', h31 , . . . ,  L', are not disregarded.  

11 we sha l l  a s sume  that faults of typexwith intensities hl, ha, As.. . , L a r e  

Consider the unconditional probability f " ( ~ ) :  
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L ‘ . - ( T \  is the probability of sa t i s fac tory  per formance  of the sys t em in the 
t ime interval 0 T. For exponential distributions 

k-0  1 = 0  xt=Ixt=l  ,*=I ‘i = I  <,.=I 

r *+I  

2’2 h l  i .2. , . i.b i.l’ i.2’ . . . i.1’ . ( 3 )  
@(pi. x,, . . . , x4. !it. . . .gi) 

The formula for  the conditional probability may be derived f r o m  the 

y: = 1 I50 

equation 

where 

( r l , f i , f z  . . . . .  f i , t i ’ , f 2 ‘ ,  . . .  , f ) ‘ T l + i ~ r + z ,  . . . ,  T a / T . Y ~ . Y ? .  . . . ,  Y1)X 

x dfi . , . t l t,dti ’ . . . dt,’dTl+l . . . ds,. (5) 

Denote the intensit ies of component fa i lures  of type x by XI’, 1.2*, . . . , A , )  and the 
intensit ies of the corresponding aftereffect t imes  by PI’, LI?’, . . . , P,’,  PI'.^, . . . , L, 
in the case that the components fail i n  the in te rva l  0, T .  

u s e  the notation i.1.i.2 , , , ,i.:, pi. 1.12,. . . , p,, p l , ? . .  , j. The intensit ies of f a i lu re s  
and af te ref fec ts  of type y are denoted by K l ,  K 2 , .  . . , >.l, pI ,  ~ 1 ~ .  . , . , ; I , .  . . , L I , ~ ,  . . . , I .  

Otherwise we 

- -  - 

Then equation (5) becomes 
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k m ~ k 

A s  an example, consider  a sys tem with two types of faults, with 

W e  t ist  the possible  events in  the 
corresponding intensi t ies  AI, PI, hz, p2, ~ I Z .  

intensity X I  is eliminated in p. m. 
interval  (0 ,  7): 

Case 1: No faults. 
Case  2 :  
Case 3: 
Case 4: 

Suppose that the fault with 

One fault of type 1, none of type 2. 
One fault of type 2 ,  none of type 1. 
One fault of each type. 

The probabilities of these  events are 

where 

Equation ( 6 )  may be used to der ive  the conditional probabilities 

Now the exponential law sa t i s f ies  the relat ion 
corresponding to the unconditional probabi l i t ies  ( 7 )  - (  10). 

P(1)/7) =P(9),  ( 1 1 )  

and therefore  the conditional probability for  (7) and ( 8 )  is the function 

(12)  P(rl) =Po(tl) + P X ( t 7 )  +P,(rl) + P % Y ( 1 ) ) ,  

where  the corresponding t e r m s  of the right-hand s ide  are given by 
( 7 ) - ( l C )  for  the argument  q. 
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Let u s  de te rmine  the conditonal probabili ty corresponding to the 
unconditional probabi l i t ies  (9 )  and (10). 
interval  q with a fault of type 2 which occur red  in the  previous \vorking 
period. 
e i the r  with one fault o f  type 2 o r  with a fault of both types.  
probability of the forrtier event i s  

In th i s  case the sys t em s t a r t s  in the 

The nest  working period of the s y s t e m  ( the interval  q = t - ~ )  ends  
The conditional 

P (qh ,  y )  =e- (AI + v d ~ ,  i 13)  

\chile that of the lattei. is 

The required conditio:ial probabili ty is 

i t  fo,llows that the reliabil i ty of a s y s t e m  with two possible  faul ts  one of 
:chich i s  eliminated during p. m. i s  given by the following explicit express ion:  

L V e  introduce the  notation 
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With this notation ( 1 7 )  becomes 

P ( t )  = e - * f ( l + I # l ( T ) ) { l + I # ~ ( q ) } +  
+e-."( [ 1  +$I  ( T I 1  [$z (11) +*IZ (? ) I+  CP ( q ) [ $ Z ( T )  + $12  ( T )  1). (19)  

The f i r s t  t e r m  on the right-hand s ide of (19) defines the probability that 
the sys tem has  ei ther  no faul ts  or a fault of type 1 a t  the end of the interval  
q. The second t e r m  i s  the probability that by the end of the interval  q the  
system involves e i ther  a fault of type 2 or faul ts  of types 1 and 2. When 
the duration of the cycles  between the p. m .  t imes  is the same ,  i.  e . , q = ~ ,  
formula (19) becomes 

P ( Z T )  = e - z . i T { l  + I # ~ ( T ) } ~  C 
+e-'*'([1 +$I (7)1[1 + q ( T ) ] [ $ z ( T )  + $ i z ( T ) I  1. (20) 

Let u s  find recurs ion  relat ions fo r  the rel iabi l i ty  of the sys t em a t  the 
end of n working per iods (i. e. n- 1 p. m .  per iods) .  

Denote the probability that there  a r e  no faul ts  a f te r  n-1 p. m. per iods by 
P o ( ( n - 1 ) ~ )  and the probability that t h e r e i s a f a u l t  of type 2 by P u ( ( n - l ) ~ '  

Then 

o r  

where 
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Since a fault of type 2 is eliminated during the second p. ni. period, it 
f(,llou.s that ishen the la t ter  ends the probability that t he re  are no faults i s  

P o ( ? % )  =e-2'T{l + I l l  ( T ) ) ( l  + J ' ? ( T ) } + e  "r(<[?(T) + J ' I : ( T ) ) ~ - " ~ ,  (29)  

while the probability that t h e r e  i s  a fault of type 1 is 

o r  

b) for even R :  

P (n  T )  =PO ( I:n- 1 ) ? ) e  -n'{I f l$l  ( T )  + e  -*' Pv( (n-  1 ) T )  e -'*' f 

+ P o ( ( R -  I ) - ~ ) e - ~ ' ( $ l ( 7 )  + $ 1 2 ( ' C ) } + P y ( ( R - 1 ) T r ) e  - . k 'q21(T) .  ( 3 5 )  

Computations using formulas  ( 2 2 ) ,  (34), and ( 3 5 )  present  no e s sen t i a l  
difficult ies,  s ince  once the initial functions $1, l$2, ~ I Z ,  ~ I Z  and ( F Z ~  have been 
computed the solution involves only a lgeb ra i c  operat ions -addition and 
multiplication. 
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V . I .  L e u i n  

A METHOD FOR ANALYSIS OF RANDOM 
PROCESSES WITH INDEPENDENT 
INCREMENTS AND DISCRETE STATES  

A method 11 considered for the analysis of discrete-time random processes with independent stationary 
increments, discrete states. Underlying the method i s  the fact that for fixed parameters of the process 
( i .  e . ,  the numher of positive. negative,  and zero changes of s ta te)  its probability characteristics may be 
mmiputed by geometric methods. 
corresponding to the ronditions ot the problem, using the total  probability formula. 

renewal processes i n  radio-electronic devices. 

The constant parameters are then replaced by random parameters 

The  method is applicable to  the analysis of "accumulation-elimination" processes, such as failure- 

IN TROD U CT ION 

An important problem in the investigation of random processes  i s  to  
compute the probability of some  well-defined property of the p rocess  in 
the t ime-s ta te  coordinate sys tem.  
a r e  related to the probability charac te r i s t ics  of the overshoot of the 
process  beyond a given level and a r e  of grea t  importance in reliability 
theory. 
p rocesses  11, 2 1 .  
complex problems whose solution by probabilistic and analytical methods 
involves ser ious  difficulties. 
probability charac te r i s t ics  of the maxima, minima, and monotonicity 
intervals  of a random process .  

of these  problems.  Their  applicability depends on the fact that each 
real izat ion of a random process  conforms 1.0 cer ta in  geometr ic  laws. 
example of the method for a cer ta in  random process  with independent 
increments  w a s  given in 1 3 1 .  

p r o c e s s e s  with independent increments  and d i sc re t e  s ta tes ;  
the process  e i ther  remains  in i ts  present  s ta te  M o r  passes  to one of two 
neighboring s t a t e s  (N or L ) .  The t ransi t ion probabilities for  M-tM, M-tN, 
M+L a r e  not necessar i ly  equal and are independent of the t ime and M. 
We present  a geometr ic  method for  studying these processes  in t ime-s ta te  
cocrdinates.  

1. F o r m u l a t i o n  of  t h e  p r o b l e m .  A p r o c e s s  of the type 
descr ibed above may be represented graphically by a s e t  of real izat ions 
or paths (F igure  1). 
segments  are ei ther  para l le l  to the t ime-axis  (present  s ta te  preserved)  

The best-known problems of this  type 

Overshoot problems have been solved only for  cer ta in  types of 
At the s a m e  t ime,  there  a r e  a grea t  many analogous 

An example i s  the determination of 

The application of geometr ic  methods s e e m s  promising fo r  the solution 

An 

In the present  paper we consider  a m o r e  genera l  type of d iscre te - t ime 
a t  each s tage 

Each path is a polygonal line whose s t ra ight- l ine 
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or  inclined to it ( t ransi t ion to one of t w c j  neighboring s t a t e s ) .  
<It.ar f rom the sequel  that o u r  ni ? t h d  is a l s o  app!icah!e to p rocesses  
involving t ransi t ions tq> any finite s e t  o f  s t a t e s .  

I t  ~ v i l t  t)e 

Since this i s  a p rocess  with independent increments .  the s ta te  changes 
in an)- t i m e  interval  . l ~ ~ = t , + ~ -  t ,  occur independently of the behavior of the 
p rocess  in the intervals  At0 . . . 3 f t - 1  , \ I .  , , , , . The following probabili t ies 
a r e  given for each  interval .  independently of i :  
.S- !he probability tha.t the s t a t e  a t  the instant t ,  is unchanged at the instant 

P - the probability of transit ion to a "higher" s t a t e  during It i:  
Q - the probability of transit ion to a "lower" s t a t e  during I t? .  

[ : + I ;  

By definition there  a r e  no o ther  t ransi t ions,  so that 

P + Q + . V = I .  ( 1 )  

Every path ( F i g u r e  1 )  i s  characterizerl  t>v i t s  initial point and the following 
p a r  a m  et e rs  : 
cz - the number  of t ime intervals  in which the t ransi t ion is t o  thenext-highest 

5 t att?; 
h - the number  of t ime intervals  In M hich the t ransi t ion i s  to the nest-lowest 

state;  
i - the numher  of t ime intervals  in Lvhich the s t a t e  does  not change. 

random var iab les  governed by the following probability distribution: 
For the random process  under consideration these pa rame te r s  are 

LVe present  a s imple  method for computing the probabili t ies of the 
posit ions of the realizations of the p rocess  in t ime-s ta te  coordinates.  
basic  idea i s  as follows: 

process)  are fixed. 
s e t  a r e  equiprobable.  
pa rame te r s  a. 6.  c occup,ving position z is the rat io  of the number of such 

The 

At the f i r s t  s tage  the pa rame te r s  u ,  6 ,  c of the paths  ( real izat ions of the 
I t  fol lows from ( 2 )  that different paths  of the result ing 

Thus the probability /?(,?la. b, c )  of a path wi th  
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paths to the total number of paths with p a r a m e t e r s  a, b ,  c. The f o r m e r  
number may usually be computed by geometr ic  methods.  The la t te r  i s  

f !  , a + b + c = f .  ( 3 )  
a !  h !  c !  A (a ,  b, Z) = 

At the second s tage the p a r a m e t e r s  a. 6 .  c a r e  randomized, in accordance 
with the conditions of the problem. 
occupying position z in t ime t is determined by the total probabili ty formula: 

The probabili ty of a real izat ion 

P ( z , t ) =  2 R ( z / a , b , c ) . F ( a , b , c ) .  (4 )  
a i  h+c-f  

2 .  F i r s t  s t a g e  of  t h e  c o m p u t a t i o n .  Wenowsubstant ia teand 
i l lus t ra te  the application of geometr ic  methods for  computation of the probabil-  
ity R(z/a,  6 ,  c). In so doing we sha l l  consider  points z that a r e  of prac t ica l  
in te res t .  The methods considered h e r e  are analogous to those applied in 
/ 3 /  to the investigation of s impler  processes .  

1.  P r o p o s i t i o n  1. (Reflection Principle)  (F igure  1). The number of 
paths AB(y ,>O,  ~ ~ 2 0 )  with p a r a m e t e r s  a, 6,  c having a t  l eas t  one point on the 
t ime-axis  i s  equal to the number of a l l  paths A1B with p a r a m e t e r s  al=a+-y,, 
b l = b - y A ,  C I = C ,  where AI is the reflection of the point A in the t ime-axis .  

P r  o o f .  Let ACB be any path with p a r a m e t e r s  a, 6,  cwhich has  a point 
on the t ime-axis .  Let C be the f i r s t  such point ( in direct ion of increasing 
t ime) .  With every path ACB w e  associate ,  in one-to-one fashion, the path 
AICB, in such a way that the segments  CBof both paths coincide while the 
sect ions AC and A,C a r e  s y m m e t r i c  with respec t  to the t ime-axis .  
only differences between the p a r a m e t e r s  of the paths ACE and A,CE der ive  
f rom the different p a r a m e t e r s  of AC and A,C. 

Thus the 

The la t te r  sat isfy the equations 

whence it follows that 

aA,B=aAB+yAv bA,B=bAB-yA. (6) 

It i s  a l so  obvious that C ~ , ~ = C ~ ~ .  
This completes  the proof. 

ea se  c=O in  J 3 j .  
p a r a m e t e r s  of the paths are completely determined by the i r  initial and 
te rmina l  points, so that there  is no need to  d i scuss  the relat ions between 
the p a r a m e t e r s  of ACE and AlCB. 

p a r a m e t e r s  a 2 1 ,  6,  c, nei ther  touches nor  cu ts  the t ime-axis  for O<x<t 
(F igu re  1). 

It is c l ea r  that any path OBwith no points on the t ime-axis  must  p a s s  
through the point E(1, 1)and the total  number of these  paths is the total  
number of paths EB minus the number of paths EB having a t  l ea s t  one point 

It i s  analogous to  the proof of the par t icu lar  
The difference is due to the fact  that when c=O the 

2 .  Let u s  compute the probabili ty that a path OB, B ( t ,  ~BZO),  with 



on t h e  t ime-axis .  
1 the  number of paths OBwith posit ive ord ina tes  i s  

The p a r a m e t e r s  of E B  a r e a , = a - I .  bI=b.c,=c;by Proposit ion 

.4 I'!I>O(U, 6. C )  =.A ( a -  1.6. C )  - .A (u ,  6 -  1, c ) .  ( 7 )  

Substitution of A from ( 3 )  and a few s imple  manipulations give 

a-b 
o+b+c A ( ~ > O / U .  6 ,  C )  = ~ ..I (a, b, c) 

Since a l l  paths with p a r a m e t e r s  a, b, c are equiprobable,  the required 
probabili ty i s  

For c=O th i s  resu l t  was  proved in / 3 / .  
The pr inciple  used in der iving (9) ( replacing O B  by E B )  is naturally called 

3 .  
the truncation principle.  

Let u s  comput? the probabili ty that a path OB, B ( t ,  y B ) ,  with pa rame te r s  
a, b, C, nei ther  touche; no r  cu ts  the  l ine y=-d, d>O(Figure 1). 

"L 

FIGI'RE '2 .  

The number A(y>  -d /u ,  6, e )  of paths OB having no point on the  l ine y= -d is 

By Proposit ion 1, 
equal to the total  number  of paths OB with p a r a m e t e r s  a, b, c minus the 
number of paths  OB having a t  l eas t  one point on the  line. 
the l a t t e r  is the total  number  of paths to B f r o m  the point symmet r i c  to 0 
with respec t  to the l ine y=-d, i. e., the point M(O.-Zd). 
t hese  paths are al=a+d, b l=b-d ,  C I = C .  

Thus 

The p a r a m e t e r s  of 
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Substituting A f rom (3), w e  obtain, a f te r  a f ew manipulations, 

( 6 - d f l )  . . .  b 

(a+ I )  . . .(a+d)]’ u-b>-d* (11) 
A ( a . 6 ,  C) 1- I ‘  A ( a , b , c ) ,  b<d, a-b> -d ,  A (y> -dla,  b ,  C )  = 

Hence the required probability is 

4. The probability that a path OB, B ( t .  y o ) ,  with pa rame te r s  a, b, c will 
have nonegative ordinates  for  O < x ~ t  may be der ived f rom ( 1 2 ) :  

A par t icu lar  c a s e  of (13), for  a=6, c=O is derived in  / 3 / .  

paramete r s  a, 6, c nei ther  touches no r  cu ts  the line y=d.  

equal to the number of a l l  paths 05 with pa rame te r s  a, b, c minus the 
number of paths 05 that have a t  l eas t  one point on the line y=d.  

N ( 0 ,  2d) ,  symmet r i c  to 0 with r e spec t  to the l ine y=d,  to the point B.  
The p a r a m e t e r s  of these  paths are al=a-d ,  b l=b+d,  c I = c .  Thus 

5. 

The number A ( y < d / a ,  6. c) of paths that have no point on the l ine y = d  is 

Let u s  compute the probability that a path OB,  B ( t ,  yo<d)  with 

By Proposi t ion 1 the latter is the total  number of paths f rom the point 

A(y<dla ,  b ,  C) = A ( u ,  6 ,  C) - A ( a - d ,  b+d, c), (14)  

or ,  substituting A f rom (3), 

(a -d+l )  ..... a 
( b +  1 )  . . . ( b + d ) ]  ’ (15) 

a<d. 
A (y<dla,  b, c )  = 

Thus the required probability is 

6 .  The probability that a path OB, B(t ,y ,<O)  with p a r a m e t e r s  u, b, c has  
nonpositive ordinates  for O<x<t may be der ived from (16); i t  is 

P(y<O/a ,b ,c )=P(y<l /a ,6 ,c )=l -&.  (17) 

162 



7 .  

To th i s  en(l i v e  shal l  u s e  the method of ”inverted” paths  ; 3 j .  

I.et u s  compute the probability that a path ivith p a r a m e t e r s  a,  6, c f i r s t  
t*t.achcs the level y=d 2 t  i t s  f inal  point R ( r = a f b t c .  d) .  

By 
I t ,  inversion“ w e  mean the one- to-one correspondence whereby every  path OR 
.:,,hose o r d i n a t e j  ( in  o r d e r )  are  p = O ,  y,,. . , .y,=d corresponds  to the path (OR)’  
7:; i t  h o rd 1 na t c s 

y,f =y.-y,- i .  (18)  

I t  1s obvious that the initial and terriiinal points and the p a r a m e t e r s  of both 
paths a re  the same .  

in\.ertwi path (OR)’’ coincides with OR, a s  follows from the equal i t ies  
T(J see that th i s  correspondence i s  indeed one-to-one, note that the twice 

y, ‘=y7~-$TJ-,  = u r -  ( U r - U , )  = 1 / , .  (191 

Thus the number  of paths  O R  is equal t o  the number  of paths  (OR)‘ .  
Since R is the f i r s t  point a t  which the path OR r e a c h e s  the  level y=d, it 
fo1lon.s from ( 1 8 )  that the path (0R)’has  posit ive ordinates  for O<x<r.  Thus  
the probability P ( d = y . . : > ! r , ) .  i < r ,  that the path f i r s t  r eaches  y = d  a t  the point R 
is equal to the probabili ty that the path (OR)’  h a s  posit ive ord ina tes  for 
O<v-.-r. provided a-h=zd. This  probabili ty is given by ( 9 ) ,  so that,  together  
u ith t he  obvious case 11-b  = d 

8. Let u s  compute the probabilitj- that the f i r s t  point on the  t ime a x i s  a t  
Lvhich a path OS with pzranie te rs  0,  6 ,  c changes direct ion is i t s  t e rmina l  
point S(s=a+b+r:  0 )  ( F i g u r e  2).  

ininiaterial  whether  the path is in the posit ive or the  negative domain when 
the change of direct ion occurs :  

The number  A(S/a, 6 ,  c )  of paths  (1s with nonnegative ord ina tes  which f i r s t  
change direct ion on  the t ime ax i s  a t  the point S is the number of paths  
O T ,  T ( s -  1 . l L  xvith pararne ters  a l=o ,  6 ,=a- I ,  c I=c  which nei ther  touch nor  
cut the t i m e  a x i s  for O<:XGS- I .  

If a-0  th i s  probability i s  zpro .  Consider  the case a=b .  It i s  then 

to fix ideas  we consider  the f i r s t  case. 

The  l a t t e r  number  is given by (9).  Thus  

.A (S/a, a, c )  = - A ~ U , U - I . C ~ .  
s- I ( 2 1 )  

The required probahili.:y is 

Substituting the values  of A obtained f r o m  ( 3 )  and ( 2  1) and adding the c a s e  
a r b ,  we get 

~ = 6 .  P (S /a ,b ,c )=  ~ ( s - 1 )  ’ 1.’ a i b .  
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The following conclusion may be drawn from the above examples .  
Geometr ic  methods employing the pr inciples  of reflection, inversion, and 
truncation a r e  fa i r ly  effective for  the computation of the probabilities of 
var ious  posit ions (in t ime-s ta te  coordinates) of the real izat ions of a 
d i scre te - t ime random process  with independent increments  and d i sc re t e  
s ta tes .  
inductive methods) yields  many useful r e su l t s .  
in 1 3 1 ,  where geometr ic  methods a r e  applied to the investigation of 
processes  whose real izat ions have two p a r a m e t e r s  a and b c=O. 

3 .  S e c o n d  s t a g e  of  t h e  c o m p u t a t i o n .  According to the 
formulation of the problem, formula (4)  i s  the bas i s  for  the genera1 method 
of computing the probability that the real izat ions of the p rocess  occupy 
given positions during the t ime t .  

at 
random instants  cer ta in  components fail, or standby components replace 
faulty one. 
in unit t ime a r e  given. The probability that two o r  more  components fail 
( a r e  replaced) in unit t ime is neglected. 
components in different t ime intervals  are assumed independent, and 
fa i lures  and replacements  of components a r e  mutually independent. For 
normal  operation of the sys tem (on the assumption that replacement of a 
faulty component is instantaneous) the accumulated difference between the 
number of replaced components and the number of faulty components must  
be nonnegative, otherwise a cr i t i ca l  situation is deemed to have occurred.  
We wish to compute the probability that there  will be no c r i t i ca l  situations 
during t ime t .  

the accumulated difference between the number of replaced and faulty 
components during the t ime t .  
process  with independent increments  and d i sc re t e  states. 
of y ( t )  in unit t ime can only have the values 0, 1, -1. 
reduces  to  computing the probability that no real izat ion of the p r o c e s s  en te r s  
the negative domain during the t ime t .  

ar i s ing  in var ious fields of technology and economy and involving the 
accumulation and expenditure of resources .  

possessing control  and e r ro r -co r rec t ion  systems;  

Combination of these  methods with other  methods (especial ly  
Some detai ls  may be found 

Let u s  solve a specific problem. 
Consider a radio-electronic  sys tem under the following conditions: 

The probabilities of fa i lure  ( replacement)  of a single component 

The fa i lures  ( replacements)  of 

The s ta te  of the sys tem may be character ized by a single parameter  y(i)-- 

It i s  c lear  that y(f) is a d iscre te - t ime random 
The increment 

Thus the problem 

The s a m e  or a s imi l a r  formulation is applicable to  many problems 

For example: 
1) reliability computations for  d i sc re t e  automata with memory,  

2 )  hopper-type devices in assembly-  lines; 
3) water  - r e se rvo i r  computations; 
4) t rade  - network computations . 
In the las t  two cases  it is assumed that the t ime and the s ta tes  (water  

With a view to including var ious possible applications in our  discussion, 
Given a d iscre te -  

level  in  the r e se rvo i r ,  quantity of sold goods) are d iscre te .  

we shal l  consider the problem of this  sect ion as follows: 
t ime random p r o c e s s  with independent increments  and d i sc re t e  s ta tes ,  to 
find the probability that the real izat ions of the p rocess  do not enter  the 
negative ordinate domain during the t ime t. 
t ransi t ions in the real izat ions and the corresponding probabilities satisfy the 
conditions of the formulation of the problem, and that the initial s ta te  of the 
p rocess  is the origin. 

It is assumed that the s ta te  
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By (4)  the required probability is 

Substituting the corresponding probabili t ies f rom (2), (13) into (24),  w e  get 

- 2 f ! p a Q b N c  
a! b! c!  

a c b - c - t  
a-b>O 

Express ing  c in t e r m s  of a, b, t and sett ing a + b = k ,  the two s u m s  in (25) 
may be writ ten a s  follows: 

t LO.5 hl 

t 10.5 41 

2 Ct*Nt-* 2 Chb-l Pk-b Q b .  

k - 0  b-0 

Thus the probability of a nonnegative s t a t e  of the p rocess  during t ime t i s  

I [ O S  kl 

P ( y ; z O ,  t )  = 2 CthNt-h 2 (Chb-Ckb-’)P*-b Qb.  (27) 
k-0  b-0  

For a t  all significant values of t this  formula involves a formidable number 
of computations. Fortunately,  in pract ice  the most  interest ing c a s e s  a r e  
usually those in w h k h  a t  least  one of the probabili t ies P, Q, N i s  negligibly 
sma l l .  Let u s  consider these cases. 

a )  Q<<P. 
In this c a s e  the imer sum in (27) may be replaced by i t s  f i r s t  t e r m  

(b=O). The resul t  is 

t 

P(g>O,  f) N 2 Ctk Nt-h Pk= ( N + P ) t =  ( I  - Q ) t .  (28) 
k-0  

This formula  h a s  a s imple  physical interpretation. For instance,  in the 
c a s e  of a radio-electronic  sys t em (see  above) i t  means  that if fa i lures  a r e  
relatively r a r e r  than rep lacements  by standby components, then the 
absence  of c r i t i ca l  si tuations and the absence  of fa i lures  a r e  equivalent 
events.  

b) Q = P .  
In this c a s e  the inner  sum in (27) is equal to Pk Cdot5*1, and thus 

t 

P ( y > O ,  t )  = C4[0*5kJ Ct* Nt-* Pk. 
C-0 
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It is considerably e a s i e r  to compute the sum in (29) than the double sum 
in the general  formula (27 ) .  
("slowly changing" process) .  
t e r m s  of (29).  
t i s  at most 

In prac t ice  the most  interest ing case  is Q=P=O 
Computation can then be l imited to the first n 

The absolute e r r o r  involved in this  approximation for  l a rge  

The actual  value of the absolute e r r o r  is usually much sma l l e r .  
example, let P= t= 100, and suppose the s u m  is limited to  I 1  t e r m s .  By 
(30) the e r r o r  i s  a t  most  0. 01. However, even i f  we compute the f i r s t  t e r m  
alone we get 

For 

P ( L J ~ O , ~ O O ) > N ~ O O =  (1 -2 .  10-5)~00>1-2.10-3, 

so that the absolute e r r o r  A is a t  most  0. 002. 

to the f i r s t  t e rm.  The physical meaning of this  asser t ion  i s  s imple:  
if the input and output of even one unit of the r e s o u r c e s  i s  an almost  
impossible  event, then the nonnegativity of the r e sources  during t ime t is 
equivalent to  the l a t t e r  maintaining their  initial ( ze ro )  level. 

Note that when fP<l computations of formula (29) can always be l imited 

C )  Q>.,P. 
In this  ca se  i t  i s  sufficient to  compute the (0.5kI-th t e r m  of the inner 

sum in ( 2 9 ) .  The resu l t  is 

t 

P ( y > O , t ) =  C ~ ( C , 1 0 5 k l - C h 1 0 . 5 k l - I )  ~ f - k ~ k - l 0 5 k l Q ( O 5 k l ~  (31) 
k - 0  

The case  Q - 0  i s  of prac t ica l  in te res t .  Moreover,  if  t Q<<I the 
computation can be l imited to  the first t e r m  of (31). 
n t e r m s  of (31) a r e  taken into account, the absolute e r r o r  cannot exceed 

In general ,  i f  the f i r s t  

Thus, if f = 100, P =  Q = and the 9 f i r s t  t e r m s  of (31) a r e  
computed, then the absolute e r r o r  cannot exceed 1. 4. 
This degree  of accuracy is quite reasonable .  
of (31) is  g rea t e r  than 

In fact, the right-hand s ide  

~ 1 0 0 ~  ( 1  - 10-2- 10-5) ioor0.04, 

so that the relat ive computation e r r o r  is a t  most  

1.4. IO-' 
0.04 

fj= ___ =B.F~.  10-3; 

d)  N = O  ("rapidly changing" process) .  
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In th i s  case only the t - t h  t e r m  of the outer  s u m  in ( 2 7 )  is not Zer<J.  Thus 

o r ,  a f t e r  s imple  mani:)ulations, for Q / l  

Conlputation of ( 3 4 )  i s  a s imple ,  s ince  tables  a r e  available for t.he s u n 1  in 
the right-hand s i d e  ,'4 . 4 pat.ticuIar c a s e  of th i s  fo tmula ,  for P = - 0  0.5. 
may b e  found in / 3 : .  

CONCLUSIONS 

I .  M'e have proposed a method for the analysis  of d iscre te -  t ime randont 
p rocesses  with independent increments  and d i s c r e t e  s t a t e s ,  based on s imple  
geometr ic  pr inciples  I) 3 ,  . 

The method i s  also applicable to continuous processes .  
formula ( 2 )  mus t  b e  replaced by the probability density of the  number of 
posit ive and negative increments  of t he  real izat ions of the process  a s  
functions of a continuous t ime-variable .  

s t e p  involved a n  increment  of a t  most one  unit. 
the r e su l t s  to the c a s e  when the  s t a t e  changes are  numbers  f rom the 
interval [ - K ,  + L ] ,  where  K and L are positive integers .  

involves the input and output of resources ,  such as radio-electronic  
sys t ems  with fai lure  and renewal.  

2. In this ca>e 

3 .  The only p rocesses  actually studied in the paper  were  such that each 
It i s  easy  to general ize  

4. The method is applicable to the analysis  of sys t ems  whose operation 
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M a  Y g i i  I i s A . .W. 
STANDBY REDUNDANCY SYSTEM AS A PARTICULAR 
CASE OF SYSTEMS WITH POSSIBLE STRUCTURAL 
FAULTS 

Formulas for the reliability of standby redundancy systems are derived ltom the corresponding kormulas 
tor systems with possible structural faults, assuming the conditional failure intensities of the system in the 
prcirncr of working components to be zero. When a l l  the components have failed the conditlonal failure 
inteiisity of the >).stem is asburned infinite. 

In / I /  A. N. Sklyarevich determined the probability of failproof 
perforinance for  t ime t of a nonrenewable sys tem with n possible 
s t ruc tura l  faults. 

the conditional probability of failproof performance of the sys tem with k 
s t ruc tura l  faul ts  ( k < n )  a r e  descr ibed by exponential laws, then the 
probability of failproof performance of the sys tem is given by the following 
for m u  la: 

Fa i lures  of components a r e  considered independent. 
If the probability of failproof performance of a component for t ime t and h 

where N i s  the number of components in the sys tem,  

Q ( . ~ , i i , i z  , . . . ,  i k ) = ( - I ) k ~ ( ~ - ~ , ~ , ) ( ~ - ~ ~ , ; , )  . . .  ( z - -V I  , . . .  i t ) .  (2 )  

V I , ,  ',. , ' R = p , , , i , .  i h - h i , - i . i , -  . . . -? , ,k *  ( 3 )  

and hi,, h i , ,  . . . , aik a r e  the fai lure  intensi t ies  of the components of the sys tem,  
P ; , . i , ,  . , i k  is the conditional fa i lure  intensity of the sys tem in the presence  of 
a combination of fa i lures  i l ,  i z ,  . . . , i,, and finally 

N 
- 2 i , t  

F ( t )  = e  i-1 . 

W e  shal l  show that standby redundancy sys t ems  a r e  special  ca ses  of 

A common feature  of both types of sys tem is that they can per form 
sys t ems  with possible s t ruc tura l  faults. 

sa t isfactor i ly  despi te  severa l  faulty components. 
standby redundancy sys t ems  are :  

The specific fea tures  of 

a)  the failure intensi t ies  of the components are equal: 

h. - > .  = . . .  =xi = I ;  
N $ 2  - 'It 
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t , )  the conditional fa i lure  intensity of the sys t em when less than .\ 
cciniponents fail i s  zero :  

&I[,,  i; , , i ,  =". ( 51 

uhilc, i t  IS  infinite wh6.n all components fail: 

p ; , , i  . i  = x .  
Y 

Thus 
v ,  i ' *  . = - k A  

ani1 
v ,  ; . = x ,  

.\ 

In vieu of ( 4 )  -(ti) formula ( I )  a s s u m e s  a s imple r  form: 

Opening the b r a c e s  and changing s igns within the parentheses ,  we get 

.v - I 

( 8 )  G ( t )  =e-.Y;r + Cskee-(5-R)j,t(1 -e-Xt)k, 

C = l  

Forniula ( 8 )  i s  identical  with the formula for the probability of failproof 
per formance  of a standby redundance sys tem,  der ived by different 
a rguments  in 1 2 ,  4 /  and o ther  sources .  

The niethods considered in / l /  for evaluating the reliabil i ty of s y s t e m s  
with possible  s t ruc tura l  faults are  a l s o  applicable when each  component i s  
subject to two types of fa i lure  - "short  c i rcui ts"  and "open circui ts .  I '  

of ei?her  open-circui t  o r  shor t -c i rcu i t  type, these  fai lures  being independent. 
The s y s t e m  c a n  be re7resented  by a s y s t e m  containing 2:Vcomponents, 
ctrnsisting of two :V-component subsys tems.  The  components of the f i r s t  
subsys tem are  liable only to  s h o r t  c i rcui t  fa i lures ,  those of the second to 
open circui t  fa i lures .  
sat isfactor i ly  i f  both subsys tems are performing sat isfactor i ly .  Then the 
probability of failproof operat ion of the s y s t e m  is 

Consider  a sys t em of ."components, each  of which is liable to fa i lures  

The  sys t em is considered to be performing 

G ( f )  = G g ( f )  Gj( t ) ,  (9) 

u h e r e  G s ( t )  is the corresponding probability fo r  the f i r s t  subsys tem ( shor t  
c i rcui ts)  and G d f )  f o r  :he second (open circui ts) .  

f a i lu re s  the schematic: d iagram descr ibing the connections between the  
components plays a n  essent ia l  role.  

In  evaluating the rtsliability of a sys t em with regard  to  specific types of 

Let u s  consider  th i s  problem for the 
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case  of s e r i e s -pa ra l l e l  sys tems.  
bridge c i rcu i t s )  is analogous. 
of fa i lures  causing fa i lure  of the sys tem a s  a whole. 

Let u s  de te rmine  these combinations for a s e r i e s -pa ra l l e l  sys tem.  
fai lure  of the f i r s t  subsystem occur s  if a l l  the  components of a single line 
a r e  short-circui ted.  

Assuming that the conditional fa i lure  intensity of the sys tem for  a l l  
conibinations of faults that cause  fai lure  of the en t i re  sys tem is infinite, w e  
obtain 

The reasoning for  o ther  types ( such  a s  
The only modification is in the combinations 

A 

pisljis =, . . . ,  i s r  , . . . ,  (s=l, 2. . . . .  m )  , (10) 

where i,, indicates the fai lure  of the r-th component f rom the left in the s-th 
line, and n i s  the numb r of components connected in series in a single line. 

It a l so  follows f r o m l l 0 )  that the f i r s t  subsys tem breaks  down if the 
number of faul ts  occur r ing  in i t  exceeds N - n .  

The probability of failproof performance of the f i r s t  subsys tem during 
t ime f is 

1 N - n  N N 

where k = n ( s - - l ) + r ,  hi is the fa i lure  intensity of the i - th  component ( sho r t  
c i rcui t ) ,  and 

N 
- 2 )iif 

F , ( t )  = e  1-1 . 

-4 fai lure  occur s  in the second subsys tem i f  a l l  the  l ines  a r e  open- 
c i rcui ted.  Therefore  

p i l k , 1 2 1 , .  . .,t,,,, = c ~  (k, I , .  . . , r = l ,  2 , .  . . , n) .  (12 )  

The second subsystem breaks  down if the number of faulty components 

The probability of failproof per formance  of the second subsys tem during 
exceeds N-m,  where m is the numbsr  of l ines  connected in paral le l .  

t ime t i s  
( N - m  N N 

where  k = n ( s -  1 )  f r ,  

Y 
- 2 L,d 

F o ( t )  = e  l-1 ; 
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i . ,  is the open-circuit  fa i lure  intensity of the i - t h  component, and 
probability that the i -  th component i s  not open-circuited during t ime f. 

of failproof per formance  of the en t i r e  s y s t e m  dur ing  t ime  t :  

i s  the 

Substituting ( 1 1 )  ant1 ( 1 3 )  in (9), we obtain a formula  for the probabi1iQ- 

( .V-n N N 

N k  \ ( Y - m  N N 

I = I  

Formula (14)  may be writtei 

G ( t )  = F ( t )  

as  follows: 

ivhere F ( t )  = F , > ( t ) F s ( t )  an3 the conditional failure intensit ies of the sys t em for 
a l l  combinations of faul ts  that imply the combinations involved in ( I O )  and 
(12 )  are  infinite. 

of failproof pe r fo rmance  of a se r i e s -pa ra l l e l  standby redundancy s y s t e m  
during t ime t .  in the p re sence  of two types of component failure (open 
and closed c i r cu i t s ) .  
types of fai lure .  
( 1  1 )  and (13), r a t h e r  than (15) i tself .  that when condition ( 4 )  holds the 
formula  ( I  5) and the formula for the probability of failproof per formance  
o f  a standby redundancy s y s t e m  are identical. 

probability that the f i r s t  subsys t em fa i l s  when f a i lu re s  occur in less than 
.V-n components ( i .  e. , in the  p re sence  of the combinations involved in 
condition (10): 

In / 3 ,  4. 5! and in o the r  sources a formula i s  derived for the probability 

Separa te  expres s ions  are given t h e r e  for the two 
It may then be shown by manipulations of the expres s ions  

Assuming the fa i lure  in tens i t ies  of the components equal, l e t  u s  find the 

Cmle-lS-n'hit ( I ) +C"C Iv-"e - ' Y - n - ' l h J  x ( I - e - i ' ) n + I +  . . . 
, , , + ((:mlc;-v.-cmz)e -'.Y--?n)W x ( 1  -e-"")2n+ . . . -t 

[ c, 1 c G ,n -2 1 R - C,e2CAY2)n + . . . + , -n 

i- ( -  l)c%-'CIN-,m. I,n]e-"h,'(l N--n E 

v-n 5 

= 2 C ( - I r -  I C,i ~ t ; - , ~ e  -in>.,t ( 1 - e~ .d  ) n - r n  . 
k - , t  i -1  

where k = s n + r ;  s=O, I . .  . , ( m - 1 ) ;  ( r < n ) .  
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In view of (15)  and (4 ) ,  formula ( 1  1)  may be written a s  follows: I 
n I  

G 3 ( [ ) = e - b > . f  + 2 cNkc (1Y--4)hs l ( I -c  h ' ) h +  

k e n  L = I  

Simple iiianipulations yield 

G, ( t )  =[I - ( 1 - e  jJ) rr]m . ( 1 7 )  

Similarly, using ( 4 )  and ( 1 2 )  we can der ive  f rom (13) an  expression for 
the probability that the sys tem is not open-circuited during the time t :  

G , , ( ~ ) = I -  ( ~ - e - " M ) m .  ( 1 8 )  

Formulas  (1  6)  and (1  7)  coincide with the corresponding formulas  in the 

E x  a m p 1 e .  
above- mentioned sources .  

performance of a sys tem consisting of two lines connected in paral le l ,  each 
line consisting of two components connected in s e r i e s .  

1)  
t ime t is: 

Let u s  der ive  a formula for  the probability of failproof 

The probability that no fai lure  occur s  owing to short-circui t ing during 

cs ( t )  [I -C&I(I -eA?l ) I +  ( ~ ~ 2 -  c41) ( I  - ekt ) I =  
=e-Q~'[1-2"-eh' ' )1= [ 1 - ( 1  -e-A ' l )2]2 ,  

2 )  
t ime f is 

The probability that no fai lure  occurs  owing to open- circuiting during 

Go(t) =e-4w [ I - C I 1  ( I  - ehJ ) + (C42-'C21 C2I) ( I -eu )7= 
- - 2e-2M - e  4 i . 4  = 1 - ( 1 - e-'M )z ,  

3 )  The probability of failproof performance of the sys tem during time t is 

G ( t )  =[ 1 - ( 1 - e  -%" )2]2 [ I  - ( I  - e-2Ad )2]. 

1 .  
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I . .  P .  C h a p e n k o  

dPPLICATlOiVS OF STRL'CTYRAL REDLJNDANCE' 
TO INCREASE THE RELIABILITY OF ANALOGUE- 
DIG1 T.4 L F L-*VC Tl0~V.4 L C O S I - E R  T E RS 

To improve the reliability of digi ta l  computers  (DC)  with components of 
limited reliability one must introduce redundancy. 
attention i s  being focused on s t ruc tu ra l  methods for the introduction of 
redundancy in DC, a r e  based on the application of cor rec t ing  codes and 
var ious  types of redundancy / 2 ,  3 ,  4, 6 ,  7, .  
inadequately employed in increas ing  the rel iabi l i ty  of the input units of DC 
being used as analogsie-digital conve r t e r s  (-4DC). 

devices  ( l inear ly-vary ing  voltage gene ra to r s ,  compar ison  c i rcu i t s ,  e tc .  ) and 
digital devices  ( r e g i s t e r s ,  counters ,  switches,  commuta tors ) .  

In this  connection much 

At present  these  methods are 

The major i ty  of cf i r t -ent  des igns  fo r  ADC consist  of both analogue 

The operation of ADC involves errors of t h r e e  types: 
1 )  

the device beyond the l imi t s  laid down by the des igne r  (dr i f t  failures).  
ADC th is  type of err13r i s  cha rac t e r i s t i c  p r imar i ly  for the analogue devices,  
whose input paramet , - r  i s  a continuous quantity. The admiss ib le  deviations 
o f  this quantity a r e  quite limited. s ince  they de te rmine  the accuracy  of 
analogue-digital conversion. For the digital  devices,  the range  of 
admiss ib le  variation,; in the working p a r a m e t e r s  is wider, and they are 
therefore  l e s s  susceptive to  e r r o r s  of this  type. 

shor t  c i rcu i t s ) .  

external and internal in te r fe rence .  

o f  the ADC. 
any of these  t h r e e  types. 

devices  u s e  e r r o r - c o r r e c t i n g  codes  (a r i thmet ic  A.V-codes for errors in  the 
adde r s  of a DC; 
information- t r ansmiss ion  and informat ion-process ing  networks).  
these  codes employ digital representa t ion  of information, they are not 
applicable to  detecticm and cor rec t ion  of errors in analogue devices.  

Er rors  governed by gradual deviation of the working p a r a m e t e r s  of 
In 

21 Catastrophic fa i lures ,  usually due  to  faul ts  in the components (open or  

3 )  Short-duration (or  self-eliminating) fa i lures ,  due  to  d is turbances  by 

The two las t  types of errors  ma>- occur  in both analogue and digi ta l  units 
In the sequel,  r e f e rence  to a n  e r r o r  of a n  ADC unit will mean 

Rlodern methods f o r  increas ing  the inberference-stabil i ty of digi ta l  

nonarithmetic codes (such  as Hamming codes  for  errors  in 
Since 
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the i - th  channel. The reading of the counter is proportional to the input 
voltage L J r i .  On compli?tior? of a conversion cycle  in the i-th channel. the 
c[jmmiitator-distributor produces a code- t ransmiss ion  pulse C T P  which 
opens the ga t e s  Bt+l-B2,. Through these  g a t e s  the s t a t e  of the counter i s  
transniit ted to a c*hanncl linking it to  the DC. 

2.  IXCREXSII’iG T H E  RELIABILITY OF THE 
-4NALOGUE UhITS OF THE ADC BY E R R O R  
C O R R  ECTILL‘G XIETHODS 

Redundancy can  be introduced in analogue devices  by triplication and the 
use of a select ive circui t  (major i ty  e lement) .  LVhen an  error o c c u r s  in 
[only] one of the th ree  redundant devices ,  a n  error-free s ignal  is produced 
at  the output of the majori ty  element.  If we regard  the output analogue- 
var iables  as the eleme. i ts  of a code, then three-fold redundancy with a 
ma,loritq’ element is eqliivalent to a ( 3 ,  1) code for correct ion of single 
e r rors .  
majority elenient h a s  the f o r m  

In t e r m s  of Boolean algebra,  the output function A f ( u .  1 4 .  r)of the 

.CI (X,Y,Z)  = ( X A ~ ) V ( X . ~ Z ) V ( Y . ~ Z ) ,  (1) 

where x ,  y, z are binary input s ignals .  

majority e lement  with analogue inputs may  be descr ibed in terms of 
continuous logic i/ 5,’. 
g r e a t e r  of two continuous var iables  .Y and y: 

Expression ( 1 )  is valid for bistable digital  devices .  The operation of a 

‘The logical OR function \/ is the selection of the g r e a t  

x V y = m a u ( x . y )  

The logical AND function A i s  the selection of the s m a l l e r  of I and I/:  

xr\y=min(x. g) 

Expression (1)  now becomes 

.if (x, 4 , z )  =max [min(x, y), min(x, r ) ,  min(y, z)]. (2) 

If x = y + z ,  then 

.\f(x, y, z )  =max [x, min(x, z) ,  min(y=x,  z)]=x=y. ( 3 )  

Expression ( 3 )  corresponds  to the select ion of two identical quantit ies out 
of three.  

descr ibed in /5/. 
analogue function units is il lustrated in F i g u r e  2a. 
of the circui t  is that descr ibed (2) (F igure  2b). 

Simulation of the operat ions min  and m a x  by e l ec t r i ca l  c i r cu i t s  is 
The block-diagram of a majori ty  e lement  with t h r e e  

The signal a t  the output 
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In the converter  c i rcui t  under consideration, the fantastron plays the ro le  
of a genera tor  of rectangular  pulses  of var iable  duration. 
parameter  of this component is the relat ive t i m e - e r r o r  factor  / 11; deviation 
of this parameter  beyond the admissible  l imi t s  gives  r i s e  to an e r r o r .  By 
three-fold redundancy of the fantastron with a major i ty  e lement  s ing le -e r ro r  
correct ion can be achieved. 
the durat ions of the fantastron pulses. 
durat ions of two pulses  coincide and the t ime e r r o r  in the third exceeds the 
admissible  l imits .  

The basic  

The input var iab les  of the select ive circui t  a r e  
A single e r r o r  occurs  when the 

The output function of the majori ty  elenlent is 

T m  =rnax[min(rl. T ? ) ,  m i n ( ~ 1 .  z3), min(r2, %)I. (4 )  

where 71, 7 2 ,  7 3  a r e  the durat ions of the output pulses  of the fantastron andr,,,, 
is the duration of the output pulse of the majori ty  element. 

r- - ---- 1 r---------l 
I 

I 

FIGURE 2. Block-diagram ( a )  and majority selection of a continuous 
signal from three i n p u t  signals (b ) .  

To construct  a major i ty  element which se l ec t s  the maximal  and minimal  
The pulse  

The duration of the output pulse of the OR 
The use  of binary 

pulse  durations, one can u s e  binary-logic AND and OR c i rcu i t s .  
duration a t  the output of the AND circui t  is determined by the t ime during 
which the input s ignals  coincide. 
c i rcui t  cor responds  to the g rea t e s t  input-pulse duration. 
AND and OR c i rcu i t s  may increase  the e r r o r  of the fantastron converter ,  
owing to var ia t ions in the duration of the rectangular  pulse  a t  the output of 
the majori ty  element. 
instrumental  e r r o r s  in the ADC. 

Below we descr ibe  a method for  cor rec t ion  of 
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.A redundant c i rcu i t  of fan tas t rons  with a niajoritp element and a time 

The inc rease  in the reliability of the fantastron when this  method i s  used 
diagraiii describing i t s  operation a r e  i l lustrated in F igures  3, a ,  b. 

is Iimited b>- the re l ia t i l i ty  of the se lec t ive  element itself. 
in the reliability of the major i ty  element in compar ison  with that of the 
fantastrons may be achieved by se r i e s -pa ra l l e l  redundancy of the digital 
c i rcu i t s .  
, 7 , .  
voltage ( a s  in electromagnetic re lays) .  
reliability of ga:es are  analogous to those used for switching deirices , -Li . 

Some inc rease  

In the se lec t ive  c i rcu i t  one can u s e  gate c i rcu i t s ,  as suggested in 
X signal is applied to  the gate inputs only in the p re sence  of a control 

The methods for improving the 

fa - 

,t.irt 
imtaitronr a 

OR 

FIGLIRE 3 .  
c! rn icn t ia i .  t ime d iapram(br .  

.;ciiem.iuc diagram c i  a three-fotd-redundant iantaitron circuit Ki t t i  majorit) 

qJ. i .  

FIGLIRE 4. 
from gates. 

5ch2matic diaeram of majority element constructed 
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The ga tes  in the majori ty  e lement  a r e  connected as indicated in Figure 4.  
The output pulse of the gate  c i rcu i t  is determined by the duration of the 
pulse  a t  the control  and gate  inputs. 
the control inputs of the ga tes  B,- B,. 
inputs B, and B,. The durat ions of the pulses  a t  the inputs of B, and B, are 
?,land  TI^, respectively. 
gate  inputs €3, and B,, while that froin B, proceeds  to the gate  input B,. 
outputs of B,, B,, B, produce pulses  of durat ions min ( . r f I ,z f2) ,  min ( T f l , T f 3 ) ,  

min ( T, 7 . ~ ~ 3  ), respect ively.  

The fantastron pulses  are applied to 
The power supply feeds into the gate  

F r o m  the output of B, the pulse proceeds  to the 
The 

3. INCREASING THE RELIABILITY OF THE PULSE 
COUNTERS AND DISTRIBUTORS OF THE ADC 

The function of the pulse  counter in the ADC is to convert  the measured  

The e r r o r s  in the ADC depend 
analogue quantity into a digital sample  and to ac t  a s  output r eg i s t e r  for  
t ransmiss ion  of the digital code to the DC. 
to  a significant degree  on the fact that the binary counter is a sou rce  of 
random e r r o r s .  
the digital code of the measured  quantity. 
e r r o r s  in the binary counter. However, the existing methods for  
constructing e r ro r - co r rec t ing  counters ,  based on the use  of e r r o r -  
cor rec t ing  codes,  considerably complicate  the s t ruc tu re  of the counter and 
inc rease  i t s  cost  1 6 ,  7 1 .  

res idue-c lass  a r i thmet ic  1 8 1 .  
r eg i s t e r s  ( r ing  counters)  which successively move a "one" (or  a "zero") 
f rom bit to bit. 
energized by a "one" signal during a s ingle  bi t - t ime.  
the ring counters  a r e  synchronized by a clock. 
a r ing counter is determined by the number ni of bi ts  i t  contains. 

advantages: 

are more  rel iable  than t r ans i s to r  e lements .  

by employing redundancy with c r o s s -  connections of fe r r i te -d iode  cel ls ,  as 
suggested, e. g . ,  by L. G. Ivanova 1101. A r eg i s t e r  of this  type pe r fo rms  
rel iably when the re  are "open-circuit" - type fa i lures  in any combination of 
up to  half the f e r r i t e s ,  bar r ing  e r r o r s  in  two f e r r i t e s  of a s ingle  bit. 
Connection of the diodes in series can  l e s sen  the danger  of "short-circui t"-  
type fa i lures .  
means,  while the inc rease  in the s i ze  and weight of the circui t  is fair ly  
smal l .  

of the counter always contain the code "one. 'I 

in ADC as highly rel iable  pulse counters  and pulse dis t r ibutors .  

conditions / 8 1 :  

A single  e r r o r  may give rise to e r r o r s  in seve ra l  digi ts  of 
It is thus necessary  to co r rec t  

The code s t a t e s  of a counter a r e  usually represented by binary or decimal  
The counter cons is t s  of s eve ra l  r ing shift- 

The bi ts  of a r ing counter  are memory  ce l l s  which a r e  
The b i t - t imes  of a l l  

The number of s t a t e s  of 

Calculating c i rcu i t s  employing r ing counters  have a number of 

1.  Ring counters  are easi ly  constructed f rom f e r r i t e  elements, which 

2 .  The reliability of r ing sh i f t - r eg i s t e r s  may be considerably improved 

The gain ir. reliability is achieved by relat ively s imple 

3 .  

It is thus advantageous to u s e  r ing sh i f t - r eg i s t e r s  of ferr i te-diode ce l l s  

The s t ruc tu re  of a sys tem of r ing counters  is based on the following 

The load c,n a r ing sh i f t - reg is te r  is constant, s ince the memory  ce l l s  
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! )  The numbers  of bi ts  in the ring counters  must  be pairn-ise pr ime:  

(11, .  11 ) )  = I .  i z j ;  ( 5 )  

3 lo0 I l l 0  
5 010 0111 
6 001 1011 . .  . . .  . . .  
63 001 I101 
) . .  . . .  . . .  
84 001 I l l 0  

2 )  the t<,tal number .V of s t a t e s  of the s y s t e m  is defined by 

"7 

V =  n ti., 

- 1  

0001Ooo 
oooO100 
oooo010 

w&&i 
odododl 

Lvhere m i s  the nuniber of r ing coLnters; 

ot' pair\vise p r i m e  numbers  .Sm," tvhose product i s  a t  l ea s t  .V: 
3 )  given the capac!ty N of the sys tem,  one  m u s t  find the minimal  s u m  

i = l  , = I  

( n . . n , ) = l :  I s i s m :  I<j<m; i i j .  

S,,, is the minimal  number of b i t s  of the ring counters  yielding the given 
cap ac  i t  J . .  

counter of the -4L)C is 6 3  = 2$ - 1  
continuous voltage. C'sing tab les  of p r i m e  decompositions of the numbers  
f rom 6 3  t o  1 2 7  into pa i rwise  p r i m e  f ac to r s  one finds that S , , ,  = 1 4  for ttvo 
numbers  Nl and I V ~ ( N I = ' ~ O = ~ X ~ X ~ .  Nz=84=3X4X7). Choose a s y s t e m  of ring 
counters  with n, = 3 .  112 = 4, n3 = 7. The sequence  of s t a t e s  of th i s  s y s t e m  
i s  gi \ , rn  in Table  1,  and Figure  5 is a block-diagram of the cor responding  
c it-c u i t . 

4s a n  example,  suppose the g rea t e s t  number of pu lses  entering the 
cor responding  to  maximum converted 

Any b i t - t ime number s m a l l e r  than 84 co r re sponds  to  a definite s t a t e  of 

To e x p r e s s  the readings  of the  ring coun te r s  in a binary representa t ion  
the ring counters .  

s y s t e m  their  s t a t e s  m,iy be decoded by a read-only m e m o r y  unit (ROM).  
Li'hen t h i s  i s  done the ring r e g i s t e r s  fulfill the function of a pulse 
d is t r ibu tor  controlling the sequential  read-out  of the numbers  r eco rded  in 
the RO.11 in binary representation, which cor respond to  the s t a t e s  of the 
ring-counter sys t em.  Existing R O h I s  are  s i m p l e  in design and construction, 
sma l l  in s i z e ,  and highly re l iab le  / S / .  Today ROhIs are  made  from var ious  
ferroniagnetic elemenl:s, diode and capacity m a t r i c e s ,  and per fora ted  f e r r i t e  
p la tes ,  
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For  instance,  with the sys tem of r ing counters  of Figure 5 one can 
obtain 6-digit binary code a t  the output of the ADC. Thus representat ion 
of the numbers  recorded in the RO%I requi res  k= 6 information digits and 
m= 4 parity-check digits. The total capacity of the ROhl i s  

m+k=4+6= 10. 

Yet another advantage of RORZs is their  low energy consumption, s ince the 
information is read out a t  the instant the conversion cycle ends. 

Figure 6 is the block-diagram of a single-channel ADC with two ring 
counters of capaci t ies  n, and nl and a n  ROM stor ing (m+k)-digit codes. 
"package" of clock pulses, whose number is determined by the duration of 
the pulses  of the fantastron F N ,  reaches  the r ing counters, which fulfill 
the function of a pulse dis t r ibutor  controlling the sequential read-out of 
information f rom the ROM. At the end of the measurement  a " t ransfer  
code" pulse (TCP)  is fed to the ROM. The number selected by the ring 
counters  proceeds to the output reg is te r .  Let u s  consider  the operation of 
a pulse dis t r ibutor  consisting of r ing counters  with n1- 3 and n2- 4 bits 
(F igure  7) .  Suppose the s ta te  of the three-bi t  counter is 100, while that of 
the four-bit counter is 011 1. The clock pulses ,  entering through the gate  B, 
move the information through the ring counters. The energized bi ts  of the 
counters  ( s ta te  "one") send a pulse t o  the inputs of the corresponding ga tes  
B, - B,. 

A 

The other  input of each gate  rece ives  a set pulse. When the pulses  
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at each input of the gate  coincide, the output produces a cur ren t  pulse. The  
outputs of t3, - 6, form a coord ina te- t ransformer  mat r ix  of dimension 3 X 4. 
Each coordinate- t ransfor iner  a c t s  a s  a switch operating on the principle of 
anticoinciding cu r ren t s ;  it i s  a pulse t r a n s f o r m e r  with f o u r  windings on a 
toroidal c o r e  w.ith rectangular hys t e re s i s  loop. The  mat r ix  cores a re  a t  
f i r s t  negatively magnetized ( s t a t e  "zero"). 
cur ren t  It,, passing through the bias windings of the coordinate t ransformer .  
A t  the end of the measurement  cycle  the pulse T C P  s t a r t s  the se t -pu l se  
s h a p e r s  PS-1 and PS-2. A negative cur ren t  pulse - - I C  proceeds  f r o m  the 
output of PS- 1 to the ga t e s  6, - B,, and p a s s e s  through a l l  ga t e s  
corresponding to s t a t e  "one" in the bi ts  of the counter nz. 

o f  PS-2. 
a nonenergized row and an  energized column is magnetized, e n t e r s  s t a t e  
"one:' and sends  a pulse to  the output winding of a magnetic switch loaded 
with a number bus consisting of 10 c o r e s  with rectangular  hys te res i s  loop. 
The cu r ren t  pulses  which reach  the output windings of the bit c o r e s  of the 
number line proceed through ampl i f i e r s  A ,  -*ki0  to  the output r eg i s t e r .  

This  is ensured by a bias  

The ga te s  6,, B,, B, receive a posit ive cur ren t  pulse +I, f r o m  the output 
As a resul t ,  the c o r e  of the magnetic switch a t  the intersection of 

-- K- intimnatitjn m-parity- 
hltS check blt: 

FICURE 6. Block-diaeram o f  AD( wtth  R O X I .  

Today s e v e r a l  vers ions  of s m a l l - s i z e  and ccmpact  R O M s  are  avai lable  
in which the number  of memory  cores in the nutnber buses  is considerably 
s m a l l e r  than the total czpacity of the ROhI in binary units / 9 / .  
achieved by threading s e v e r a l  numerical  set-windings on each c o r e .  
information in these R O  LIS is determined by mechanical  considerat ions - the  
threading of the co res .  

In the RORI c i r cu i t  of Figure 7 t h e r e  is a s ingle  number  l ine on which are 
threaded 12  s e t  windings f r o m  the corresponding coordinate t r a n s f o r m e r s  of 
the pulse dis t r ibutor .  

This i s  
The  
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4. FLrKCTIOX COXVERSIOS IX THE .ADC 

For function conversion of a n  analogue quantity into digital  code.  R O A I s  
The nunierical  c e l l s  contain inforrnation in error-corr-ect ing can  be used. 

<'de. in  accordance  with the  given function-conversion opera tor .  In 
recording in  the R O l I ,  \.-arious instrun1ental faul ts  of the XDC mag b e  taken 
into account:  the nonlinearity of the response  of the  s e n s o r s  for the 
tiieasured <iuantities, -.he nonl inear  dependence of the durat ion of the 
fantastron pulse  on the control  \-oltage, the x-ariations of pulse  durat ion in 
the  majority e!ement. 
ADC h a s  a s e t  of identical  sensors, such  a s  t empera tu re  s e n s o r s  in a n  
industrial  r e  mote-con-.rol s y s t e m .  

This  is especial ly  important  when a multichannel 

Suppose that the tert iperature s e n s o r s  a re  thermoelec t r ic  py romete r s  
11, . The dependence of the emf induced in the  ttiermocouples on the 

teii1peratur.e i t '  is descr ibed  by a 
nonlinear function ( t h e  cu rve  t i = j [ ( f i 2 )  

j , e ~ .  (N,h,nniv in F igu re  8). The  reading of t he  
thermoelec t r ic  py romete r  i s  to be 
converted into digital  code with an  e max 

functioti c * = f , ( ~ ? - ) i s  approximated by a 
s t r a igh t  l ine e=i2(it'). with a c e r t a i n  
error.  Table  2 g ives  numer ica l  
s tandards  for the t empera tu re  when 
the response  of the thermocouples  is 
approximated by a l inea r  function and 0101 

- Of00 for the t r u e  response .  The numer ica l  
-DON qual i t ies  are  represented  in  Hamming 

( 7 ,  4) code. -QOlO 
-mof 

In a s i m i l a r  way the nonlinearity 
o f  the  fantastrons in a n  XDC c a n  be 
correc ted .  

p roduce  both t h e  c u r r e n t  value of the 
measured  quantity and a given function 
thereof ,  t he  capacity of the R O l i  mus t  

n..r.) 

I8 - 
16 - accuracy  of 1 ,  15. The  nonlinear 

If t he  conver te r  output i s  t o  
r , r , .n>ewc.  

t x  enlarged.  
the function itself and i t s  increment  in each  working cyc le  of the  ADC. 
numer ica l  va lues  of thlz i nc remen t s  proceed from the  ROXI to  a counter-  
type adder ,  where  they are  added or subtracted,  according to the s ign of the  
increment .  The  number of b i t s  in the adde r  may  b e  g r e a t e r  than that of the 
ADC itself .  For example,  when the measured  quantity is squared ,  
increments  e n t e r  the adde r  in accordance  with the express ion  

The  m e m o r y  ce l l  c a n  therefore  store the  binary code of both 
The  

I+Or5+7+ , . . $2"- I .  

whe re  n i s  t he  capacity of t he  ADC. 

The counter- type adder. contains  2nb i t s .  

cor rec t ing  codes,  suck. as AN-codes. 

H e r e  we  are using the  fact  that  the s u m  of the  f i r s t  modd numbers  is m?.  

TO i n c r e a s e  the reliabil i ty of t he  counter- type adde r  one c a n  u s e  error- 
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CONCLUSION 

The above methods for increasing the reliability of multichannel AUC of 
t ime-pulse  type may a l so  be used for  other  types of analogue-digital 
converters ,  introducing redundancy in the individual units of the ADC. 
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L .  P .  L e o n t ' e t . ,  B .  M .  K o p e l e ~ ~ i c h  

THEORETICAL GAIN IN RELIABILITY B Y  

SERIES STANDBY REDUNDANCY 
MEANS OF SERIES- P A R A L L E L  AND PARALL EL - 

Equations are considered for determining the reliability of series-parallel and parallel-series redundant 
Failure of each  component may be due to either systems with cunrtantly connected standby components. 

u i  t w o  independent reasons. 
close to  unit!. 

I t  is shown that thcse schemer may h e  used to obtain reliability arbitrarily 

in / 1, 2 ,  3 /  methods were  considered for determining the reliability of 
s e r i e s ,  paral le l ,  and combined standby redundancy sys tems.  Cr i te r ia  
were  developed for  select ing the method whereby the main and standby 
components are connected, and var ious  proper t ies  of the reliability function 
of standby redundancy sys t ems  were  studied. 

In this  paper w e  study the question whether one can achieve a given 
reliability, a rb i t r a r i l y  c lose  to unity, by means  of s e r i e s -pa ra l l e l  and 
par  a1 le 1- s e r i e s  stand by redundancy . 

In / 3 /  it was shown i f  open and shor t  c i rcu i t s  are mutually incompatible 
events, then the reliability of sys t ems  in which the standby components are 
connected in se r i e s -pa ra l l e l  and pa ra l l e l - se r i e s  is given by the equations 

where PO is the reliability of each component as r ega rds  open circui ts ,  

qo= 1 -Po. 

and p s  i t s  re l iabi l i ty  as r e p r d s  shor t  c i rcu i t s .  

9% = 1 -ps; 

m i s  the number of e lements  in a line or the number of e lements  connected 
in para l le l  in a single branch (F igu re  1, 2), and n the  number of paral le l  
l ines  or the  number of branches connected in series (F igu re  1, 2) .  

Since the inequalities 

'lo<Ps and 4s<Po (3) 

a r e  always t rue ,  i t  follows that equations ( 1 )  and (2 )  may be combined in a 
single equivalent equation: 

P k ,  ).= (1 - d ) r -  ( 1 - @*)', (4)  

where 
O<u<l; o<p<1; a==@. (5) 
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LVe w i s h  to prove that 'or any a a n d  f3 satisfying conditions (5) and any kt>k  
(I<k+-=\. t he re  ex is t s  ,n>r ( l < r + m )  such  that 

Pk,, r , > P k r  r. (6) 

in explicit fo rm,  inequality ( 6 )  is 

( l - - a " + u  ) r**- ( l - fJk 'y )r+r>  ( I - a k ) r - -  ( 1 - S " ) P .  ( 7 )  

Since no res t r ic t ions  are imposed on k other  than l G k t J ; ,  we must  prove 
the following asser t ion :  

inequality ( 7 )  holds. 
I.  F o r  any I < k + - ,  l<rf=,  and k ~ = k + y ( y > O ) ,  t he re  ex is t s  O<x such that 

In equality ( 7 )  may be wri t ten in  the f o r m  

( 1 - ~ ~ + ~ ) r ~ ~ - ( l - ~ k ) r > ( l - B k + Y ) ~ + ~ - ~ l - f 3 ~ ) r .  ( 8 )  

Both s i d e s  of (8) may be  regarded  as values  of a function of a s ingle  
a rgumen tz ,  with z = a  i:n the left-hand s ide  and L =B in the right-hand s ide .  
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d v  - <o, 
dz 

Substituting *from (12)  into ( 1  l) ,  we get the inequality 
dz 

Inequality (13) may be replaced by the s t ronge r  inequality 

( r + x )  ( k + y ) z u ( l  -zJl+u)x>kr. 

For i f  (14) holds, then s ince  

in the domain y>O under consideration, i t  follows that (13) is t r u e .  
The product of the f i r s t  two f ac to r s  

is always g r e a t e r  than k r :  
Consider the left-hand s ide  of (14). 

while the product of the remaining two fac to r s  ~ u ( l - - z * + Y ) ~  is always s m a l l e r  
than unity for  x, y>O. 

Inequality ( 1  4) will be sat isf ied if we can find conditions under which 

is a nondecreasing function of x and y. 

Consider the par t ia l  der ivat ive m, where  $ ( x ,  y) =L zy( 1 - z ~ + Y ) x ;  
dY 
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The conditions O<z< l ,  zl=a<z~=f3 must  be sat isf ied.  Inequality (8) becomes 

CD(z1) >cp (22) 3 (9) 

where 

cp ( 2 )  = ( I -zh+y)r+-f.- ( I  - $ ) r  . (10) 

'rhus Proposition I reduces  to the following asser t ion :  
11. For any z,<z2(0<zI<1),(O<~2<l)and any kl=k+y(O<k+-,O<y#=), t he re  

To prove 11, w e  must  show that the conditions imposed on the values  of 
exis ts  x ( O < x + - )  such that inequality (8) holds. 

x, y, k , r  ensu re  that 



Inequality (11) w i l l  b e  satisfied if we can find conditions guaranteeing that 
the par t ia l  der ivat ive 

d it ( x .  11 I 
dY 

I S  p0siti.L-e. The condition w > O  is equivalent to 
dy 

Hence 

I 
x <  2*-y - 1  

I t  is c l e a r  f r o m  ( 2 1 )  that fo r  any x>O t he re  exist  infinitely man>- values 
of y satisfying ( 2  11, httnce also ( 1.1). 

Lte have thus proved that t h e r e  are conditions under which the functions 
defined by equations (1 :and (2  )a re  monotonically increasing functions of m and 
n. This  means  that once the a rguments  m and n have been suitably chosen 
it i s  always possibIe t o  i n c r e a s e  the reliabil i ty.  
reliabit i ty may be macle a rb i t r a r i l y  c lose  to unity. 

\f'e c la im that the 

Consider the l imit  of the expression 

The expression in s q u a r e  bracke ts  tends to  e - ' a s  k+=. Therefore  >:: 

( 2 3 )  ,--. :c 

The following conditioris are n e c e s s a r y  for the expression (4) to tend to 
unity as  I-- and &-w: 

Hut the l imit  ( 2 3 )  i s  unity i f  

iim ra*=O. 
I+-  *+- 

' Transldtor's note: Thrr  arqurrent  is far from rlGclrPuj. but the final conclusion 1s nonetheless csr:?ct 1 
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I The relat ion ( 2 5 )  will be satisfied i f  r+m to the s a m e  o r d e r  a s  - (a+el)& ' 
where E I  i s  an  a rb i t r a r i l y  sma l l  positive number.  

On the other  hand, 

lim ( 1 - pk)'=0, 
r +e, 
k + n  

if r p k  a lso  tends to m a s  r+Jo and k-t-. 

orde r  a s  ~ 

This  is the case  if r+- to the s a m e  

where E Z  is another  a rb i t r a r i l y  sma l l  quantity. 

Consequently, the following condition is sufficient for  ( 2 4 )  to hold: 
( B - E Z )  '' 

Since p>a, this  condition may always be ensured.  
We have thus proved that for  given a and p satisfying conditions (5 )  one 

can always find sequences k,-t.s and r,,-- such that l i m [ ( l - a k ~ ) ~ n - ( l - p ~ n ) r n ] = I .  
r , ,+w 
In+- 
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FAILPRE 14VTELLISITI' OF A SI*STEJI AL LAUilll,t'G 
FOR STRL'CTGRAL FACLTS  

One of the basic  4uar:titative cha rac t e r i s t i c s  of reliability i s  the fai lure  
intensky .\(t) of the sys t em,  that is, the conditional probability density of a 
fai lure  at the instant t .  given the sa t i s fac tory  per formance  of the sys t em up 
to  this instant ; 2 1 :  

where  G ( t )  is the probability of the sat isfactory per formance  of the sys tem.  
In studying reliability one usually cons iders  models  in which any fai lure  

or fault in the sys t em leads  to  immediate  breakdown. 
charac te r i s t ic  i s  usually assumed constant (without regard  for  the ro le  
played by running-in and aging of the components), and then 

In this  case the -\- 

G ( t )  = e - A t  

( the lower cu rve  in F igu re  I ) ,  where  A is the intensity of the occurrence  of 
a fault in a component. 

We sha l l  consider  tho c a s e  in which the sys t em may continue to per form 
sat isfactor i ly ,  or with cer ta in  af tereffects ,  desp i te  occurrence  of a failure. 
The above considerat ions are then no longer  t rue ,  and i t  is the a i m  of this  
paper  to determine  the behavior of the . \ -charac te r i s t ic  for  such sys t ems ,  
allowing for  the cumulative effect of one or m o r e  faults. The  unconditional 
probability of failproof per formance  of the SJ s t e m  in t ime n when f 
cumulative faul ts  r.ay occur  is determined by the following expression / I / :  

1 E "  n k  

w h e r e  
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hi is the intensity of the occurrence  of the i - th  fault, and p i , .  . . i k  the 
conditional intensity of the f a i l u r e  of the sys tem when a combination of 
faults i l . .  . . , ,ik has  occurred.  The roots  of the above polynomial are 0 ,  v i , ,  , IL. 

The function F ( t )  i s  the probability of failproof performance in the absence of 
faults. 

Consider the case  wher, 

where k i s  the number of components in the sys tem.  

occur  in any one component (and the sys tem itself does not break down). 
The intensity of the occurrence  of a fault for a l l  the components is constant, 
as is the conditional intensity of the fai lure  of the sys tem due to these faults. 

Formula  ( 3 )  descr ibes  the reliabil i ty of the systeni when a fault may 

Siniilarly, if 

G ‘ 2 ( t ) = G 1 ( t ) + e - ~ * ~ . 2 C , , ~ i ~ ’  i.~;;, + v ( v - - v , , 2 )  + 
1 

I ’  
then a fault may occur  both In any one component and in any pair  of 
components. 
by ( 3 )  (middle curve)  and (4 )  (upper curve) .  
ca ses  v i =  const and Pil = p i , i z =  const.  

affected only by the intensit ies of faults (failures) of the individual 
components. 
a l so  depends on the intensit ies of the fai lures  caused by these faults. 
sys t ems  with a single fault, formulas  (1) and ( 3 )  give 

Figure 1 i l lus t ra tes  the reliabil i ty of the sys tems represented 
The graphs correspond to the 

In sys t ems  without aftereffects the behavior of the . \ -character is t ic  is 

When there  a r e  aftereffects the fai lure  intensity of the sys tem 
For 

FIGURE 1 Reliability of systems with one and t w o  structural faults 
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ith accumulation of t b \ o  faults: 

Lf e shall  cons ider  t k e  behaL'ior of the . \ -charac te r i s t ic  of s y s t e m s  with 

1 1  p>? ... 1.e.. V > O ;  

L'! p<i . ,  i. e., v<O;  
3 )  p = 2 . ,  i. e . ,  v = O .  
1. Lf p > i ~  and s>O, i t  is easy  to  see f r o m  (5) that -\+k ). as  f+=, i. e., as 

t m c r e a s e s  the failure intensity of the s y s t e m  approaches  a constant value, 
approximately ki..  
i llustrated in F igure  2a- the s t ra ight  line para l le l  to the t ime ax is  is 
situated at  the level k h .  

one possible fault in th1.ee cases :  

The behavior of the . \ -charac te r i s t ic  in this  c a s e  is 

2. If p<>. and v<O, i t  i s  convenient to t r ans fo rm (5) into the form 

1 

- + - ( - I + -  
(7 )  e - v t  

k i. 

Letting i+=, we see that .h ( t )+kk+v(Figure  2b). 
k ) .  ( e-V' I - - I )  

3 .  I f p = h ,  Y = O ,  the express ion  is a n  indeterminate 
v 

0 
express ion  of type 0. Llsing de 1'Hospital 's ru le ,  we obtain 

s=o 
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Then 

Thus the final resu l t  for our model is: 
1 )  when v 2 0 ,  h l ( t ) + k h  as f+m; 

2 )  when v<0, Al( t ) -+kh+v a s  f+-. 
In prac t ice  one usually cons iders  the value of , i ( t )  steady when it has  v 2 0  
reached 95% of i t s  l imit  value. The obvious problem 
i s  now to de te rmine  the settling t ime of A ( t )  in each case .  To de termine  the 
dependence of the settling t ime on the p a r a m e t e r s  h. and p, the left-hand s ide 
of ( 5 )  must  f i r s t  be equated to 0. 9 5 k L  then to 0 .  9 5 ( k h + v )  one can then 
find the required values of 

Sample computation: 
1. v>O. Then 

For v<O-0 .  95 ( k h + v ) .  

for  var ious h and p, for  the cases  Y:>O and v<0.  

or  

Substituting the expression for  G, ( t ) ,  we get 

We shall not look for the dependence of the settling t ime on the fai lure  
intensity of the sys tem to the level k h  in explicit form; instead we shall 

de te rmine  the dependence of h* on - (where L*=h t ) .  so that a l l  th ree  

p a r a m e t e r s  w i l l  be descr ibed by a single graph. 

a 
I* 

Introduce the notation 

then 

~t a* 
cLt cL* 
- =m,  - =  

In this  notation equation ( 2 )  becomes 

- 
e m  - - 

m 20+k - 
1 - m  

I The graph of this  function is i l lustrated ;n F igure  3a. The computation 
w a s  Derformed for the case  k-1. 
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2. v<@. Reasoning as before ,  w e  obtain 

or 

0R-l)V - 
e m  - - k2m*- 19 ( 1 - m) *- 18 mk( 1 - m )  

k*m*-mk(1-m) 

Carrying out the s a m e  operat ions as before ,  w e  again de t e rmine  the 
dependence of the set t l ing t ime of the . \ -charac te r i s t ic  on the p a r a m e t e r s  
X andy.  The  corresponding graph  is that of F igu re  3b. 
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G . A .  V o l o z l n i k  

EXPERIMENTAL DETERMINATION OF THE 
PARAMETERS OF THE RELIABILITY FUNCTION 
FOR A SYSTEM WITH POSSIBLE FAULTS 

In computing the operational cha rac t e r i s t i c s  of complex sys tems,  the 
need arises to represent  a sys tem with an a rb i t r a ry  number of faults 
(which do not cause immediate  fa i lure  of the sys tem)  by a fictitious sys tem 
with a limited number of faults in such a way that the reliability functions 
of the two sys t ems  a r e  reasonably c lose  to each other .  The general  form 
of the reliability function of a sys t em with possible  faults was obtained in 
/ 1/. Figure 1 i l lus t ra tes  a typical re l iabi l i ty  curve.  

FIGLIKE 1. 
possible faults. 

R e l i a h i l i t y  tunctlon of a system with 

In this paper  we desc r ibe  methods for determining the pa rame te r s  of 
the reliability function for a sys t em with "generalized"faults, on the bas i s  
of the empir ica l  reliability function. 
intensity h of the occurrence  of "generalized"faults, and the intensity p of 
the fai lure  of the sys tem in the presence  of a fault. 

reliability for  a sys t em with a single fault: 

Among these  pa rame te r s  a r e  the 

Underlying these  methods are the r e su l t s  of an  analytic investigation of 

G ( t ) = , - A r +  - 1 ( e - i . ' - e  -L'.'), 
P--h 

Let fr'be the instants  of t ime defined by 

tr'=kt1' ( k =  1, 2,. . .), 

where  tl' is the absc i s sa  of the point of inflection. 
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It can  be shown that i:hese instants satisfy the relations 

which expres s  the interchangeability of the intensit ies A and p with respec t  
to t h e  reliability function, i. e., permutation of the coefficients does  not 
alter the reliability law defined by ( 1 ) .  

Let y~ he the ord ina tes  of the reliability function cor-esponding to the 
points ta’ and a h  the angles  be txeen  the tangents to the function a t  t hese  
points and the tinie axis; 
e s p  res s ions: 

t hese  quantities a r e  determined by the following 

The va lues  of yk and tg a b  may be measu red  with a cer ta in  deg ree  of 
accuracy  on the graph  of the empir ica l  reliability function. The auxiliary 
constructions requi red  to  this  end are il lustrated in F igure  1.  
de t e rmine  the p a r a m e t e r s  h and p in the genera l  ca se ,  one need only solve 
? h e  sys t em of two equations (4) and (5). 

L V e  desc r ibe  in detail  two methods which are the most suitable f r o m  the 
standpoint of the r e su l t s  and the requi red  amount of computation. 
doing w e  shall  confine ourse lves  to equations ( 4 )  and (5) fo r  k = l  and k = 2 ,  
and therefore  we only need the empi r i ca l  re l iabi l i ty  function o v e r  a finite 
t ime interval.  

To 

In so  

1 1  e t h o  d I. The  bas i s  of the method is equation (5) for  k= I :  

t g a l  =;le-”‘“,  ( 1) 

which d i rec t ly  de t e rmines  the intensity X. In the genera l  c a s e  equation ( 5 )  
will have two roots.  By (3 ) ,  the second root g ives  the intensity p. If t he re  
is a double root ,  this  means that %=p. 

The following procedure  is recommended for solution of the transcendental  
equation ( 1 ) .  3Iultiplying both s ides  by f i ’ ,  we get a sys t em of two equations: 

which are eas i ly  solved for u = h t l ’  by graphical methods. 
XI e t h od  I I .  The basic equations 

5 1 , e - h ‘ i  

5*=e -1 h t i  +e-‘ X+P)f,’ +e-? p !I’ 

, -2h~2’-pe-”h’ +q=o, 

1 
lead to a quadratic equation in e-xs‘: 
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where 

p=y1; q= (yd2-yz. ( IIb) 

A4fter solving equation (Ha), the intensity h may be computed, t,' being 
known, f o r  example, by using tables .  The second root of the equation yields 
the intensity p. 

Method I1 does not involve the tangent to the empir ica l  reliability function 
a t  the inflection point, and is therefore  m o r e  accura te  than Method I. 
R,Ioreover, AIethod 11 yields  an approximation of the reliability function 
over  a longer t ime interval. 

point, this means  that one of the pa rame te r s  ( A .  o r  p) is considerably 
g rea t e r  than the other .  In this  ca se  the dominant intensity may be 
determined by s tandard methods for  the exponential reliability law. 

If the  empir ica l  reliability function exhibits no c lear -cu t  inflection 
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A U T O L M A T I O N  U N I T S  A N D  D E V I C E S  

CDC 611.382.233 

I .  E'a. B i l i n s k i i ,  E.K. G i r 1 e t ) s k i i  

TLrArLVEL DIODE SRTTCHING DELAY 

This art icle cxaminer tuniiel diode ?witching delay under the action of a linearly incrLaring io l tagc  
3: m i a n s  ot a n  approximate ana1)tical  solution for a nonlinear differential  equation describins thc init ial  
:C[JZC of the  switching process, the delay dependence on the parameters of the signal, tunnel  diodz and 
circuit is obtained. 
t c i , i r g m  whicil operate when the input voltage exceeds a certain level,  the appropriate upper l imi t  of 
incrrment f o r  input pulse jignals, and the delay variation l imi t s  f a  a eiben variation i n  the  tunnel diode 
paramc.r<rr 

The der i i sd  formula is uszful for calculating thc. regime and de \ ia t ion  of the dkcritll- 

T h e  concept of the t r a n s f e r  function i s  not usual  f o r  tunnel-diode (TD) 
pulse units.  One c a r ,  however,  a t tempt  t o  der ive  a function express ing  the  
co r re l a t ion  between the output for a specif ic  type of input s ignal ,  taking 
into account t he  T D  and the circui t  p a r a m e t e r s .  Obviously,  such  a function 
will consti tute the mathematical  express ion  of the T D  switching process .  

If o u r  a i m  is t o  o t t a in  a relat ionship appropr ia te  both f o r  quali tative and 
quantitative ana lys i s ,  the T D  cha rac t e r i s t i c  h a s  to  be approximated by a 
complex expression and the  d e s i r e d  relat ionship which r e s u l t s  is even more 
involved and inconvenient for analysis .  T h e  switching p r o c e s s  can, how- 
ever, be spl i t  into s e p a r a t e  s t a g e s  which can b e  separa te ly  examined. Each 
switching s t age  will  then cor respond to  a ce r t a in  segment  of the T D  c h a r -  
ac t e r i s t i c ,  f o r  which a good approximation will  be f a r  e a s i e r  t o  find than 
for the e n t i r e  cha rac t e r i s t i c .  T h e  r e s u l t s  thus obtained should indicate 
t h e  influence of the  s ignal ,  c i rcui t  and T D  p a r a m e t e r s  upon each  switching 
s t age  and,  in addition will help in calculating the operat ing conditions and 
c i r cu i t  p roper t ies  ( resolut ion,  t ransconductance of the front ,  output s ignal  
ampli tude,  e t c . ) .  

Below we sha l l  study the switching delay of a quiescent T D  ( F i g u r e  1 ,a)  
under  the effect of an increas ing  voltage applied to  the c i r cu i t  input. 

R R 

b) a)  

FIGURE 1. Cut-off T D  circuit: 

a - circuit  diagram; b -equivalent circuit. 
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Let  td be the t ime delay f r o m  the onset  of the s ignal  until the instant 
when the voltage u a c r o s s  the TD at ta ins  a value of U1, which cor responds  
to the intersect ion of the R-load l ine and the current-vol tage charac te r i s t ic  
of the TD (Figure  2 )  for  an input signal e equal to  the s ta t ic  operation 
threshold V,. The delay of a r ea l  c i rcui t  can b e  expressed  as a sum 

i d =  f -I- At. 

The f i r s t  t e r m  represents  the t ime elapsed f rom the onset of the s ignal  
until the  s ignal  a t ta ins  the value Um. 

The magnitude of t ,  depends on the s ta r t ing  position of the working point 
and the s t a t i c s  of the c i rcu i t .  
iner t ia ,  i. e.,  its dynamic proper t ies .  The s ignal  p a r a m e t e r s  mainly affect 
At; the transconductance of the front of the output voltage for different 
s igna ls  r e m a i n s  almost  unchanged / l / .  

A l inear ly  increasing voltage was chosen a s  the input signal, as this  
mos t  often adequately approximates  the actual TD switching conditions. 
fact ,  At i s  influenced only by that par t  of the input voltage, which c o r r e s -  
ponds to  the passage of the working point through the max imum-cur ren t  
domain. Th i s  usually enables  u s  to  consider  the input s ignal  a s  a l inear ly  
increas ing  voltage, s ince for  a rel iable  operation of pulse c i rcu i t s  the 
amplitude of the input pulses  i s  chosen in such a way as to  exceed the 
dynamic operation threshold Em even under the most  unfavorable conditions 
in the operat ing range.  
edge, a portion of which may usually be replaced in calculations by a 
l inear ly  increasing voltage. 

Inasmuch a s  the switching delay cor responds  to  the passage of the 
working point along the tunnel admittance branch,  only that par t  of the TD 
cha rac t e r i s t i c  w i l l  be  approximated when writ ing the initial equations.  
s t r e s s  the fact that a s  long as the working point moves along the tunnel- 
admit tance branch, the TD constitutes a sma l l  r e s i s t ance  and the t ime 
constant of the circui t  is very smal l .  Hence, the initial position of the 
working point influences nei ther  At n o r  the difference Ae= Em- U m  (see 
Figure  2 ) ,  when th is  position does not exceed 0.81,even fo r  comparatively 
l a r g e  t i m e  constants / 2 / .  

For analysis ,  the ci rcui t  in F igure  l(a) i s  replaced by the equivalent 
c i rcu i t  in F igure  l (b ) ,  i . e . ,  the TD is replaced by a nonlinear r e s i s t ance  
( N R ) ,  having the current-vol tage charac te r i s t ic  of a l i nea r  capacitance C: 

The magnitude At charac te r izes  the circui t  

In 

The re fo re ,  switching on i s  effected by the leading 

W e  

ia=auz+j3 u+z  (1) 

(Equation (1) fa i r ly  accurately approximates  the tunnel-admittance 
branch  of the current-vol tage charac te r i s t ic  of the TD ( s e e  F igure  2 ,  
curve  2 ) .  

The equivalent c i rcui t  i s  represented  by the s y s t e m  of equations 

1 E + e = i  R+u; 
i= i a  + ic; 
i a = a  u*+p u+z; 

d u  
d t  I ic=C- ; 

e = &  t ,  1 



' I  / I '  
I 

FIGLXE 2.  Andlyris of the process of tunnel-diode witching O R .  

where k i s  the r a t e  of increase  of the input-voltage. 

point 0', so that z = 0. 
sys tem a l l  var iables  will be designated by a pr ime.  
of equations gives the #differential equation 

To simplify the equations,  w e  shift the or igin of coordinates  to  the 
We shal l  a l so  a s sume  that E=O. In this  coordinate 

The  above sys tem 

Let the parabola p a r a m e t e r s  a and p be expressed  a s  functions of the 
TD-charac te r i s t ic  p a r a m e t e r s  I , ,  U, and Uo9 (width of the TD charac te r i s t ic  
a t  the 0.9 I ,  level  (see Figure 2 ) .  

[(U,-0.5 Um), 0.9 I , ] .  then 
If the chosen or igin of coordinates corresponds to the point 

i-0.9 I l  = a ( u -  UO')*+ p (u - UO,) 

a n d ,  a t  the point of the maximum, 

0.1 I ,  = a  (VI - U,.)l+p (U, - uo t ). 

But Uo' =U,-0 .5  UW, whence 
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Since 

Ax =2 a d + p ,  
du' 

then, a t  the point of the maximum,  

0=2a- uos t p  
2 

or  

p a  - a UOS. 

By substituting the value p into equation (4).  we obtain 

u09= uos2 0.1 Il=a- -a - 4 2 '  

whence 

(6) 
0.4 r ,  a=- - 
uos2 * 

By determining a a t  the level  n 11, where n= k, we s imi la r ly  obtain rl 
4 (  1 -n) II a=-  

Un2 ' 

whence 

and 

Then 

p= -a u,= - ";",'I c. 
By substituting the value of a and p into equation ( 3 ) ,  we obtain 

(7) 
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o r ,  designating the coefficients of 1 1 ' ) .  LO and t by the l e t t e r s  a, b and h ,  
res!)ectively, we h a w  

(9) .. d I" ._ = l l  (1'2 + /> 11' h ( 
d 1 

T h i s  i s  a Riccati  equ,ition for which a n  exact  solution cannot be found. Let 
u s  therefore  s e a r c h  for an  approximate solution by the perturbation method 
1 3 1 .  

p a r a m e t e r  11, equal to unity: 
\\'e multiply the nonlinear t e r m  of the equation by  the  dimensionless  

ti'= b i i ' f l i  t A p  a u ' ~ .  (10) 

Substi tuting into equation ( l o ) ,  we obtain 

U O + } L  U I + C L ' I ~ ~ ~ C L ~ U ~ = ~ ( U O + ~  u 1 + p * ~ z f p ~ I ~ 3 )  +h :+ 
i y  u ( l l o + p  t c , + y 2 U 2 + y 3 U 3 ) 2 .  ( 1 2 )  

The  dots  indicate der ivat ives  with respec t  t o  t .  
t h e  s e r i e s  (11) by equating the  t e r m s  of equation (12) .  containing corres- 
ponding powers of 1 1 .  

We obtain the  t e r m s  of 

To de termine  the generat ing solution, we wr i te  

Then 

To de termine  the f i r s t - o r d e r  cor rec t ion  t e r m  we equate  the  t e r m s  of equa-  
t ion ( 1 2 )  containing equal powers of p. 

u l = b u l + a r r o 2 .  

By substi tuting the value der ived for uo, we obtain: 

T h e  solution of th i s  differential  equation a t  z e r o  init ial  conditions gives  

(14)  a h2 
b5 

u l =  - [ [ t . Z b t f e b f ( 4 - 2 b t - b 2 ~ 2 ) - b 2 f 2 - 4  bt-51. 

To determine  the  second-order  cor rec t ion  t e r m ,  w e  wr i te  
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The second-order  correct ion has the following form: 

112= - a2h3 [& e3b'+e2bt( - b2t2- b t + 4) + 
+eb'(& b4 t4+3  b3t3-3 b2t2-9 bt+ $) - 

b8 

- b3t3 - 8 b2t2 - 25 bt - 301. 

We find the th i rd-order  correct ion f rom the equation 

u3=b u 3 + a u 1 2 + 2 a u ~ u 2 .  (16) 

If in this  equation we substitute the expressions defining UO, ul and u2, 

equation (16)  becomes ve rycumbersome .  
equation (8) within a cer ta in  range of p a r a m e t e r s ,  l e t  u s  s e e  if the t e r m s  
containing the factor  eM can be dropped for  ou r  case .  This  can obviously 
be done if, in the wors t  ca se ,  

Since we a r e  interested in solving 

The expression for  b is 

1-n R I I  1 
b = - 0 . 4  c -- "os +' E' 

Here ,  the wors t  case  corresponds to  a 2 ma  TD with high capacitance.  
Since the 2 ma TD tunnel-admittance branch i s  approximated by a high 
res i s tance ,  then, a f te r  solxring equation (8) for  high C-values, the origin 

U 0' must  not be chosen higher than 0.8 I , ,  i .  e . ,  n = 0.8. Assuming R>2 
I I  

and UI=Uos ,  

1 
b = - (0 .4 .2 f i+ 1) - RC . 

If C = 10 p F  and R = 150 ohm, b = - - 1 . 4  - log sec - ' .  Then, a t  
b k P  f = 2 . 10-8sec ,  b t = 3 d t  7 .  

shape of the curve u' ( t )  but in the values of Af and Ae, which charac te r ize  the 
dynamic proper t ies  of the circui t ,  we can drop  those t e r m s  in equations 
(13 -15) which contain the factor  et, By doing th i s ,  we obtain the th i rd-  
o r d e r  correct ion:  

In other  words,  if we a r e  interested not in the 

us=- - a3h' (5b4t'+64b3Pf350b2fz+960bt+1 105). (18) b" 

By substituting the expressions for  UO, u,, u2 and us into equation (1  1) and 
taking p = 1, w e  obtain 

U' = A# +ASP +A# + AI t + Ao, (19) 
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where 

5u3h4 . 
6' ' 

A4= - - 

A 3 =  - - 2al!3 (b3+32uh); 

u h2 

h 
b 

A2=- - b9 ( b5 + 16ahb3 +. 350a2h2) ; 

A ,  = - 10 (b9+4ah~6+-50u2h2b3f960u3h~);  

Ao:= - - (b9+5uhb6+60a2h2b3 + 1105u3h3). 

I2y substi tuting the expressions defining a, b and h in (19a). we  obtain 
an  equation descr ibing the var ia t ion with t i m e  of the voltage a c r o s s  the 
T D  a s  a function of the p a r a m e t e r s  of the s ignal ,  T D  and r e s i s t ance  R :  

where  

Ao= I? l,'OS q' ( -sg+21 qo s6-9.6h2 q02s3+70.72k3 q03), 
SI1 

s =0.4R11 +UOS; 

X = I t  R2 k ;  
qo=cuos. 

If t = t 3  u'=U2'. Therefore ,  by equating equation (19) with V,' and 
solving for t ,  we can,  in principle,  obtain the sought delay t ime.  But a n  
analyt ical  solution of ai? a lgebra ic  equation of the fourth degree  is pract ical ly  
impossible .  To de termine  Af we the re fo re  u s e  T a y l o r ' s  formula 

whence 

U2'- U' (tm' ) 
du' I At = 
_ I  - 
d t  It=", 

T h e  error involved in using formula (20) becomes  smaller for smaller 
J t values.  We therefore  a s s u m e  that 

A t = &  t+&t, (2  1) 
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and r ea r r ange  formula ( 2 0 )  to calculate Azt; then 

We choose Alt  arb i t ra r i ly ,  in o r d e r  to have A l t + t h < f d .  
correc t ly ,  then &f/<Afl .  

We obtain the equation 

If A l f  is chosen 

To de termine  U2‘ andt’,, we solve the sys tem of equations (2)  for  C=O. 

a d 2 + p u ’ =  e ( f )  - -u‘ 
R ’  

whence 

and 

Allowing for  (19), ( 2 1 )  and (22),  we finally obtain: 

= A,t + LIZ‘- (Ado’ + A 3 ~ 0 3 + ~ z ~ o Z + A  i t o f  Ao) 
4 A i t 0 ~ 4 - 3  A3t02+2A&+Al I 

where to=f” +A,t .  
F r o m  the sys tem of equations (2) and expression (26) we find d e :  

A e = k  A t. (27) 

Adding the At and Ae values found by means  of formulas  (26) and (27) to 
the corresponding s ta t ic  values,  we can calculate the delay t ime f d  and 
the dynamic operation threshold E,. In this  case ,  the choice of the initial 
position of the working point, i .  e., the magnitude of the shift, will only 
affect  f, and (Im. but not At and A e .  When calculating the s ta t ic  values 
U, and tm, formulas  (24) and (25) should not be used. since they a r e  derived 
for a coordinate sys tem with origin at  0‘ in o r d e r  to  obtain expressions 
determining At and Ae.  

k. 
corresponding variations in the magnitudes t d ,  tm, At, Um, he and Em by the 
symbols 6td, 6fm,6t ,  6Um,  6e and&&,. respectively.  

Let u s  designate by the le t te r  p any of the pa rame te r s  I t ,  Um. C, R and 
The  variation l imit  of the parameter  wi l l  be designated by Ap, and the 
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Obviously, 

If bp is comparatively sma l l ,  

du' . 
df then u' and - in expression ( 2 9 )  can be evaluated at f = f o .  

To calculate 6td and6Fli l for  the given l imi t s  A& and AC, formulas  (28) 
a n d  ( 2 9 )  a r e  simplified; thus,  i f  

and noting that 

w e  obtain 

These  formulas  help in analyzing the comparat ive influence of the 
var ious  pa rame te r s  upon the switching-on delay and the dynamic operation 
threshold;  moreover ,  they help in calculating, for  instance, the following 
magnitudes: 

switching s tages  - the intermittent increase  of u'; 

when the input voltage reaches  a given level  / 1 , 2 / ;  

within the given l imi t s ;  

Increments  exceeding A e  no longer  reduce the switching-on delay J 2 ) ;  

f o r  given l imi t s  of variation in the T D  pa rame te r s .  

1) ic for u'=U2', i.e., the initial conditions for calculating the subsequent 

2)  the additional shift,  equal to  Ae, for discr imina tors  that mus t  opera te  

3) the  discr iminat ion e r r o r s  fo r  variation of the input voltage slope 

4) the  upper incremental  l imit ,  equal to A e ,  for  impulse s ignals .  

5) the variation l imi t s  of the delay and dynamic operation threshold 



f 
0 1 2 3 4  0 1 2 3 4  B 9 i5 n nsec 

FIGURE 3. Variation of voltage u' with t ime.  

In o r d e r  t o  a s s e s s  to  what extent the der ived analytical expression 
u ' ( t )  approaches the exact solution of the differential equation (8), the l a t t e r  
was solved on an electronic  digital computer.  
are shown in Figure 3 .  
by employing formulas  (13) and (19b). 
AsGa tunnel diode having the p a r a m e t e r s  given in F igure  3 fo r  k = 0.5. 
8.357 
f rom the above-mentioned formulas  was found to  be within 3 to  10%. 
e r r o r  was smal les t  when the calculations were  ca r r i ed  out for a very  
l a rge  n, i .  e., when the or igin of coordinates n was located as high a s  
possible .  The  magnitude 
a s s u m e  that i c = O  at t = O  [2]. For example,  for the calculations, the r e su l t s  
of which a r e  marked a s  dots in the graphs ( s e e  F igure  3) ,  n has  been 
taken in the range 0.75-0.925. 
As can be seen f rom the f igure,  the accuracy obtained fo r  C = 5 pF is 
lower  owing to  the sma l l  n .  For I I  = 2 m a  and C = 1 pF. n = 0.9 ( the 
s a m e  n was taken for II  = lOma  and C = 20pF) .  
C = 5 p F ,  n = 0.925. 

The curves  thus obtained 

The check was ca r r i ed  out fo r  an  
The dots indicate the calculation r e su l t s  obtained 

10' v / s e c  and var ious R-values. The e r r o r  in determination of At 
The 

may be increased as long as we can still 

F o r  iI = 2 m a  and C = 5-10 pF,  n = 0.75. 

For II = lOma  and 

CONCLUSION 

1 .  The  dynamic proper t ies  of a switched-on tunnel diode cannot be 
descr ibed  mere ly  by the p a r a m e t e r s  11, UI and C .  It is n e c e s s a r y  to  
indicate the width of the charac te r i s t ic  n e a r  t o  the maximum,  for  example,  
a t  the 0.9 II level ;  in other  words,  the dynamic proper t ies  of a TD a r e  
charac te r ized  by the p a r a m e t e r s  iI, 

A check of the solution obtained for  the nonlinear differential 
equation descr ibing the first s tage  in the switching p r o c e s s  indicated that  
t he  formulas  derived suffice for  quantitative calculations when the pa ra -  
m e t e r s  of the T D  and the signal vary widely within the above-mentianed 
l imi t s .  

Uoa and C. 
2. 
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3 .  The  derived formulas  a l so  apply when the T D  ope ra t e s  as an active 
res i s tance .  
voltage charac te r i s t ic  of the TD and the load res i s tance .  

It suffices t o  de te rmine  the p a r a m e t e r s  of the total cu r ren t -  
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M . F .  G r i n k h o f  

DESIGN OF A TWO-CYCLE SHIFT FERRITE-DIODE 
REGISTER WITH ALLOWANCE FOR COMPONENT 
TOLERANCES 

The  design of a two-cycle shift register using transformer-type ferrite-diode elements is described, 
taking into account the tolerances i n  core  and diode parameters and in cycle current. .I h e  results obtained 
hy this procedure are  compared with the results which are  derived assuming exact  values of the parameters. 
The derivation of the design equation is described. 
other particular types of ferrite diode shift registers. 

‘The method can be used to draw up design equarinns for 

The design procedure for  ferr i te-diode elements  using the exact values  
of the magnetic and e lec t r ic  pa rame te r s  has  been developed to a consider-  
able extent. 
due to changes in tempera ture  f rom their  nominal values. The r e su l t s  of 
this design procedure, however, a r e  not fully consistent with the exper i -  
ment, and tedious and time-consuming adjustment is therefore  inevitable 
for  a l l  ferr i te-diode elements .  
that the design calculations a r e  based on the s ta t is t ical  averages ,  and thus 
ignores  the intr insic  sca t te r  of the co re  and diode pa rame te r s .  

in the present  paper w e  have t r ied to devise  a design procedure for  a 
two-cycle shift r eg i s t e r  using t ransformer  -type ferr i te-diode elements  with 
one coupling diode, taking into consideration the actual tolerances of the 
co re  and diode pa rame te r s  and of the cycle cu r ren t .  

This  procedure makes  allowance for  parameter  deviations 

The main reason  for  this  discrepancy is 

-- - Io 1 I-- 
FIGURE I. Circuit diagram of the shift register. 

F igure  1 is the circui t  diagram of the shift r e g i s t e r s  whose pa rame te r s  
are specified with cer ta in  tolerances.  
the forward diode res i s tance  and the rise t ime of the cycle cu r ren t  a r e  
both negligible ( these assumptions are valid i f  the cycle frequency fo does 
not exceed 150cps) .  
amplitude value of the cycle cu r ren t  Io,  and the diode can  be simulated by 
a source  E,, with forward internal  res i s tance  R .  

Suppose that the t ransient  t ime of 

In this  case we may u s e  in  our calculations the 
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The pa rame te r s  rCo and R a r e  determined f rom the l inear ized stead,y- 
s ta te  current-vol tage cha rac t e r i s t i c  of the diode (Figurc 2 ) .  

FIGr'RE Z .  The curre~t -vo l -  
t a w  characteristic $if  a jilicon 
d d e .  

The cycle pulse frequency fo  is general ly  known f rom the start, and we 
thus know the maximum read  t ime T ~ ~ ~ . ~  xvhich for  a two-cycle r eg i s t e r  is 
defined by the equality 

where kw is a niargiri (safety)  factor  (h-3 I ) .  
Let T~~~~ be known. The a im of the calculation is then to de te rmine  the 

turn numbers  w, and w2 and the ra ted  ampere - tu rn  value I,w,, of the winding. 
If the ci rcui t  pa rame te r s  a r e  specified exactly and the r e v e r s e  flow of 

information is completely suppressed  by the diode cutoff voltage Eo', which 
is significant for  s i l icon diodes (F igure  Z), the t ransmiss ion  of a ONE 
signal  by the r eg i s t e r  is descr ibed by the s e t  of equation 

2Qr iW2-  2 0 r 2 W i  =4$? +EoTr ; (2)  

I O Z O T , = S ~ I [ ~  + Hoilir,+q, a - 2 ;  ( 3 )  

( 4 )  

a w l  =Sw2+H02I27W; (5)  

(@,I  + 0 1 )  mz-2ab2mi =q,R fEOTWi  

~oWoTw=fiQdl  (01 ) + ffolfiTw+ 4,.,Wz. ( 6 )  

where Qr, and Qr2 are the residual  magnetic fluxes in  the f i r s t  and the second 
co re ,  respectively; 

qr is the e lec t r ic  charge  in  the coupling loop during the -ead 
cycle  of the f i r s t  core: 

qW is the e lec t r ic  charge  in  the coupling loop during the wri te  
cycie  of of the second core;  

zr is the read  access t ime of the f i r s t  core: 
zw is the wri te  access t ime of the second core:  



SUI and SmZ a r e  the switching coefficients of the f i r s t  and the second 
core ,  respectively; 

Ho,  and HO2 are the equivalent coercive fo rces  for piecewise- l inear  
approximation of the t ransient  su r f aces  of the f i r s t  and 
the second core ,  respectively; 

cDl is the magnetic flux through the f i r s t  core ;  
I I  and l2 is the length of the average  magnetic l ines  in the f i r s t  and 

the second co re ,  respectively; 

Q t l =  i (HI-HoI)dt :  

HI is the magnetic field in  the f i r s t  core ;  

$1 

f is the t ime.  
The function I l Q r  J ( C U I )  is a modification of the t ransient  equation of the 

f i r s t  c o r e  in integral  fo rm / l / .  
the fundamental laws of e lec t r ic  and magnetic networks and the t ransient  
equation of the co re ,  a l l  in tegrated over  the read  t ime T~ and the wr i te  
t ime T,., i l l .  

simplify the analysis ,  w e  l inear ize  this function by the expression 

The equations are s imple express ions  of 

rhe  function f l Q t l ( U ) , )  is plotted in  Figure 3 by the solid curve .  To 

which is plotted in Figure 3 by the dashed line. 

FIGURE 3. Linearized function 

I Q t ( 0 ) .  

Equation ( 6 )  now takes  the fo rm 

Eliminating and qw between equations (4), (5), and (sa) ,  w e  find the 
wri te  t ime 
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The read t ime T [  is found from ( 2 )  and ( 3 ) :  

The r eg i s t e r  will function if the Lvr i te  t ime T~ is at most equal to the 
r ead  t ime r r .  
and the corresponding to le rances .  
i f  we take T~~~~ =rrmin, where 
s igns  that give the maxin,um wr i te  t ime, and T~,,,," corresponds  to to le rances  
ivith signs which ensu re  the minimum read  tinie. 

Th i s  approach, however, \vi11 ensu re  a n  excess ive  safety margin,  i .e . ,  
the inequality T ~ < T ~  ..vi11 become too pronounced, s ince  the expres s ions  
for T, and T! will include the s a m e  p a r a m e t e r s  with to le rances  of opposite 
signs,  which is c l ea r ly  ridiculous. 
equal for a combination of to le rances  of such  s igns  which e n s u r e s  a 
niaxiniuni ra t io  of wr i te - to- read  rkhr . 

ra t io  q , ~ :  . To this  znd, w e  wr i te  T,..Z< in the f o r m  

These  t imes  are functions of the c o r e  and diode pa ran ie t e r s  
The condition T.~-<'T .  is always satisfied 

is determined fo r  to le rances  with such 

Therefore  T.*. and zI  should be s e t  

Let u s  find the s igns  of the to le rances  which give a niaxiniuni value of the 

where the upward ari'ow r impl ies  i n c r e a s e  and the downward arrobv 1 
d e c r e a s e  of the par t icu lar  p a r a m e t e r s ,  
a r row t should be taken with positive to le rances ,  whereas  1 cor re sponds  
to  negative to le rances .  

The f i r s t  design r i la t ions  with allowance for pa rame te r  to le rances  can  
thus be obtained by s&ting the wr i te  t i m e  equal to the r ead  l ime,  provided 
that the corresponding re la t ions  include the p a r a m e t e r s  with positive or 
negative to le rances  in  accordance  with the r e s u l t s  f r o m  equation (9).  
resu l t ,  however, can  a l s o  be  a r r i v e d  at by using the s t a r t i ng  equations of 
a c i rcu i t  which is substantially simplified i f  the wr i te  and r ead  t i m e s  are 
taken equal. 
l inearized. The s e t  of s t a r t i ng  equations for  T,.,=T, is 

All p a r a m e t e r s  with the upward 

Th i s  

In th i s  case, the function l IQt l (a) l )  does  not have to be  

where T = T [ = Z ~  and 4z=qr=9,., .  

to le rance  in the cycle c u r r e n t  (the cycle ampere - tu rns ) .  
W e  r ewr i t e  these  equations us ing  the p a r a m e t e r  to le rances  and the 

W e  introduce the 

21 3 



following abbreviated noration: 

where 2' is the deviation of the parameter  f rom i t s  ra ted  value. Seeing that 
the rated values  of the pa rame te r s  a r e  the s a m e  for  a l l  the co res ,  we have 
in  final fo rm 

2~,lm?-2cD,'ze'j=qRT+Eof'; (13) 

(14)  

q W , = S r l T + H o l T . c .  (15)  

l o W o ! r  = SJf + H o l ' ~ +  9292: 

Eliminating q and T between these equations, we end up with a single 
equation: 

Let u s  determine the s igns of the tolerances which ensure  maximum 
read  t ime.  Analysis of equation (8) shows that 

Equations (16)  and (17) give the minimum value of the cycle an ipere-  
tu rns  towel and the turn  number w 2 ,  i f  w l  is known. In most  cases, however, 
w l  is not known and should be determined. 

The turn number w ,  is generally chosen so that w l m l n  < w l < w l m a x  ~ where 
zclnin corresponds  to the condition that the cu r ren t  through the coupling loop 
is equal to the maximum allowed cu r ren t  through the diode, and wlmnr: c o r r e -  
sponds to the case when the r e v e r s e  flow of information (noise)  is com-  
pletely suppressed.  

In our case  th i s  choice of w ,  i s  not immediate, s ince a l l  the equations 
a r e  solved simultaneously. F r o m  the energy aspect ,  i t  is advantageous 
to  take the maximum permiss ib le  turn  number wl. Since the parameter  
to le rances  are taken into consideration, no allowance should be made for 
a margin  of noise res i s tance  of the r eg i s t e r ,  and the calculations can be 
c a r r i e d  out for  the maximum permiss ib le  turn  number w I .  

The condition of noise suppression is 

where the left-hand s ide is an  expression of the e .m.f .  amplitude induced in 
the winding w l  when O N E  is read;  
EO' is the diode cutoff voltage (Figure 2). 

ka is the amplitude factor  ( k A  = 1.3-1.5); 

214 



Inser t ing the r ead  t ime T. in  (18) f rom equation ( 8 ) .  w e  get 

The inequality is p h y e d  down if w e  take 

h'e take the s ign of equality in  (19), and th is  gives  the maximum turn  
number zI. Using the tolerances,  we thus wr i te  

W e  have obtained a s e t  of th ree  equations (16), (17), and (20) for 
c i rcu i t  design. 

Note that the cu r ren t  in the coupling loop is limited by the maximum 
allowed diode cur ren t ,  i.e., the following inequal i t ies  should be sat isf ied:  

where lab,*d-is the maximum permiss ib le  average  diode cur ren t ;  
Ia .d-  is the maximum permiss ib le  amplitude of the diode cur ren t ;  -_ 

q r m a x  is the maximum permiss ib le  charge  in the coupling loop; 
To is the period of the cycle  pulses .  

The charge  in the ccupling loop during the r ead  cycle  is obtained f rom 
equations (2)  and (3) :  

%D,i 2'2 - ~ ( D - ~ z ' I  ( /ozbo - Hot11 ) - f..oS,, ill 
(23) 

q = -  R t /azvq - H o l l i )  f z+-zE,> 

Analysis of equation (23)  s h o w s  that q,t if 

(D,tt,@,zJ,S,,lIi$. E o J ,  R J ,  / o a t ,  HoIIIJ,  i .  e . ,  

It can  be shown that 71:~,- (gr :r) for  to le rances  of the s a m e  s igns .  
Inserting 
in inequalities (21)  and (22), w e  finally obtain 

qr,?,, , 4,  and '5, with pa rame te r  to le rances  of appropr ia te  s ign 

I ~ ( @ ~ ~ ~ ' ~ - U ) ~ ! ~ i ) ( ~ ~ ~ ~ , , ~ - H a ~ - ) - E ~ ! S ~ l f  . 
(25) 

/a".d.&-- . 
T', R- ( l o w ~  - Holi ) + = ' ~ € a !  

It is readi ly  seen  that as the tempera ture  d e c r e a s e s  q&, T ~ ~ ~ ~ ,  and 
qr, ,  increase ,  and inequality (19) becomes  m o r e  pronounced. Thus, to 
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allow for  the tempera ture  effects in r eg i s t e r  design, we should in se r t  in 
equations (26), (17) and inequality (25), (26) the values of the pa rame te r s  
determined for the minimum given tempera ture  and in  equation (20)  the 
values  of the pa rame te r s  for  the maximum given tempera ture .  

(17), and (20)  and verification of the diode operat ing conditions using 
inequalities (25 )  and (26) .  
the coupling loop cu r ren t  should be reduced. 
connecting the b ias  E b  in series with the diode (F igure  4).  
tu rn  number wI i nc reases  and the coupling loop cu r ren t  diminishes .  
design equations a r e  not affected; the only difference is that E o f E b  is 
substituted for Eo and E o ' + E b  for  Eo'. The sign of the tolerance in Eb coin- 
c ides  with the s ign of the tolerance in  Eo and ED', respect ively.  In pract ice ,  
the source  is built with a v e r y  low internal  res i s tance ,  which is ignored in 
calculations. 

Regis ter  design thus reduces  to simultaneous solution of equations (161, 

If a t  l eas t  one of these inequalities is broken, 
This  can be accomplished by 

In this  c a s e  the 
The 

FIGURE 4. A circuit  diagram of a shift register with source of bias 
in the  coupling loops. 

This  design, however, h a s  two shortcomings: 
1) the simultaneous solution of equations (16),  (17), and (20) involves a 

solution of a complete equation of higher than fourth degree,  i.e., an  
equation which can  be solved in each par t icular  case only by some 
approximative method; 

2 )  the  t ransient  response  of the co re  1/?=f(Hav)  is approximated with 
a s t ra ight  l ine in  a wide range  of switching t imes  (all equations contain the 
s a m e  values  of S,f and H o f ) ,  which in  some cases  may lead to substantial 
e r r o r s .  

be avoided. 

t imes ,  which are actually obtained for  var ious  sign combinations of the 
parameter  tolerances,  and by taking the corresponding Hav values  direct ly  
f rom the l / r = f ( H a v )  curve.  

The f i r s t  shortcoming is inherent in  the design method and thus cannot 

The second shortcoming is readi ly  eliminated by introducing four r ead  

Seeing that 
st01 - +HoL=lHa, 

and using the above relat ions,  we obtain instead of (16),  (17), (20), (251, 
and (26), the following se t  of equations: 
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;vhere Zr‘=r:,,, and H J I  ‘ r  the  magnetic field corresponding to this  r ead  
t ime, with posit ive tolerance ( the s c a t t e r  of the 
1 ~ = j ( H , , . i  curves  i s  taken into consideration);  

H:..,.? is the magnetic field with positive tolerance,  
determined for the  magnetization r e v e r s a l  t ime  T 
under conditions of equal r ead  and write t imes  
( ~ = 7 ~ = r . [ )  , 5vhere T is defined by the relat ion 

(28a)  

T ~ ”  is the niininiuni remad t ime,  

HIX”L is the magnetic field corresponding to the read  t ime T ~ ”  with negative 
tolerance; 

<i’’’ is the read  t ime leading to maximum charge  in the coupling loop: 

HA,”’! is the magnetic field corresponding to th i s  t ime,  with negative 
tolerance.  

Simultaneous solution of equations (27), (28),  and (29)  gives  

E12 + l‘( B/2)2+ AC 
= A 

where 

fowol is determined f r o m  equation (27) or (28)  a f t e r  m, and wz have been 

The  values  of the p a r a m e t e r s  in  equations (29a)  and ( 3 2 )  are taken for  
calculated.  

the maximum given tempera ture ,  and in  all the o ther  equat ions the va lues  



of the p a r a m e t e r s  correspond to the minimum working tempera ture .  
b ias  E b  is allowed for a s  descr ibed above. 

(28), and (28a), and three  expressions for checking the diode operating 
conditions, (30), (30a), and (31). 

specifications: 

The 

The final resu l t  is thus 5 design equations, (32), i 2 9 a j >  (331, (27) ,  or 

This design procedure w a s  applied to a digital shift r eg i s t e r .  

1)  Core VT-5 (0.16 VT), measuring 3X 2 X 1.3"; 
2 )  diode D220A; 
3)  maximum read  t ime = 4.0psec;  
4) cycle frequency f o  = 100 kc; 
5) tempera ture  range from - 10°C to +70"C. 
The core  p a r a m e t e r s  were borrowed f rom 111 and calculated for  -1o'C 

Initial 

using a l inear  tempera ture  dependence between -4O'C and -t 2OoC; 
diode specifications a r e  f rom 1 2 1 .  
remain  constant with variation of tempera ture :  the change in these pa ra -  
m e t e r s  is negligible compared to  the corresponding change in co re  
pa rame te r s .  

which makes  allowance for  tolerances leads to r e su l t s  that markedly differ 
f rom those obtained assuming exact values  of the p a r a m e t e r s  (vers ion 1). 

the 
The diode p a r a m e t e r s  were assunied to 

The r e su l t s  a r e  summarized in Table 1. We see  that the procedure 

'TABLE 1. 

I I I I 1  I 

I I I I l l  

For example, a tolerance o f f  40% for  the cycle ampere- turns  and 
tolerances of f 10% for  all the other p a r a m e t e r s  (these a r e  quite rea l i s t ic  
f igures)  roughly doubles the cycle ampere- turns  and the turn  numbers  
m I  and wz.  Moreover,  a bias  of 2.6 V is needed. Analysis shows that a s  the 
tolerances increase ,  the range of possible r ead  t imes  is broadened. Thus, 
if the maximum read  t ime is fixed, the minimum read t ime decreases .  TO 
ensure  f a s t e r  switching we should increase  the cycle ampere- turns  and the 
turn  number w , ,  which is consis tent  with the r e su l t s  of our  claculations. 
The increase  of bias  entai ls  mainly an increase  of the ra t io  wl/qmjm, so that 
the  e.  m .  f .  induced in the  winding W ,  when ONE is read  increases .  

of smal l  dis turbances - one of the main requi rements  of s tableoperat ion 
Although this  design procedure does not ensure  complete damping 
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of the r e g i s t e r  - i t  is hoped that i t s  application will great ly  simplify the 
tuning and adjustment s tages .  

I would l ike to acknowledge the help of Yu.  AI.  Shamae\.- in  formulat ing 
the problem. 
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A .  i'a. K h e s i n  

A T V  METHOD FOR AUTOMATIC CONTROL OF 
T V DISTORTIONS 

I'he automatic control method for I V disttirtionc considered In this paper uses a 1 V transducer and a n  
optical  coding unit. It is intended for line production control in the manufacture of T V  sets and plcture 
tubei. The  effect of the resolving power of the transmitting tube on measurement errorr i s  considered. 

INTRO L)U CTION 

Nonlinear ( sca le )  and geometr ical  dis tor t ions of the T V  picture have a 
se r ious  influence on picture  quality, s ince the eye is exceedingly sensi t ive 
to any abnormal  curva ture  of s t ra ight  l ines  and distention or contraction 
of the component e lements  of a pat tern.  As a resul t ,  the permiss ib le  
nonlinear and geometr ical  dis tor t ions of the T V  picture a r e  not more  than 
a few percent, and the l inear  dimensions of the var ious elements  of the 
picture should therefore  be measured  with an accuracy of a few tenths of 
a percent in o r d e r  to be able to detect these slight dis tor t ions.  
accuracy is not always attainable in photographic and projection measure-  
ment techniques /1, 2 / .  Moreover, these methods are extremely tinie- 
consuming and tedious. Therefore ,  they are inapplicable to complete 
production control in TV industry and fur thermore  they do not completely 
eliminate the danger of subjective e r r o r s ,  a s  they a r e  based on visual 
es t imates  of tes t  table dis tor t ions.  The photographic method ensu res  
stage-by-stage documentation of the picture  distortions, but is it not very  
efficient in view of the lengthy time needed to process  the photographic 
plates .  
follow -up r eco rds ,  which a r e  absolutely essent ia l  for future analysis  and 
fur ther  improvement of production. 

A complete objective control of TV picture pa rame te r s  which gives  a 
comprehensive se t  of documentary r eco rds  af ter  each  tes t  and is neverthe-  
l e s s  adaptable to industr ia l  purposes  is ensured on:y by automatic control  
sys tems.  

This  high 

I 

The projection method does not make provision fo r  any permanent 

1. THE APPLICATION OF A TV LOGIC UNIT FOR 
AUTOlLlATlC CONTROL OF TV PICTURE PARAMETERS 

I TV picture  dis tor t ions can be controlled and analyzed by a TV logic 
unit with a TV t ransducer  o r  pickup element mounted in front of the tes t  
sc reen .  
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The br ightness  intensity of the Soviet-made picture  tube 47LKlB and 
5YLE;IB is not less than 100 nit; the illuminance produced on the photo- 
cathode of the t ransmit t ing tube is thus of the o r d e r  of l o lux ,  which is 
quite sufficient for  the mass-produced vidicons. 

makes  i t  possible to convert  many-dimensional s ta r t ing  inforniation 
contained in the analyzed TY picture  into a one-dimensional e l ec t r i c  
signal. In this way, the relevant information for  fur ther  ana lys i s  by the 
logic unit is isolated fair ly  easi ly .  

The two-dimensional black-and-white moving picture  on a T V  sc reen  
can be descr ibed by a br ightness  function B ( x .  y, 1)  vvhich depends on th ree  
arguments:  the two plane coordinates  x and y. and the t ime 1. The picture  

can thus be resolved into a spec t rum of f requencies  w= -*- and spa t ia l  radian 

frequencies  w, and w y .  

The use  of a TV t ransducer  and the application of 3X scanning technique 

27. 
T 

The r e su l t  is a t r ip le  Four i e r  integral  

where S(w,. mu, 0)) is the three-dimensional  spec t rum of the function B ( x ,  y, t j .  

black-and-white tes t  table produced on the sc reen  by spec ia l  t e s t  s ignals .  
As  in ( I ) ,  i t  can  be resolved into a double Four ie r  integral  

In automatic control  of' T V  tes t  t ab les  the picture  is fixed: th i s  i s  a 

io- 

The picture  is t ransformed by t ime scanning in  the directior. of the axis  
The e lec t r ic  s ignal  a t  the output of the TV t ransducer ,  u = f ( t ) ,  is x or y. 

therefore  only a function of t ime:  
T 

TV methods are cur ren t ly  used on a fa i r ly  wide sca le  for  measurement  
and monitoring of l inear  c imensions 14, 5 1 .  According to the type of output 
information, w e  distinguish between digital and analog TV measur ing  units. 
In the analog unit, the pulse duration tp corresponding to  the monitored 
dimension is converted into voltage or curren t .  In a digital sys tem,  the 
t ime is converted into a d.igita1 code (generally binary), i.e., t ime-pulse  
coding is employed. 

peculiar design fea tures  of the t ransducers  and the T V  t ransmiss ion  
requi rements  141. 
beam deflections, instability of the c a m e r a  tube pa rame te r s ,  tube m i s  - 
alignment, fluctuation noise, dis tor t ion of video s ignal  leading edges, and 
errors in pulse counting. All these e r r o r s ,  except the l imited resolving 
power of the c a m e r a  tube and pulse counting e r r o r s ,  can  be  eliminated by 
using a digital T V  measur ing  sys tem with optical coding of the monitored 
picture  /51. 
means  of a n  optical s tandard  (a coding mask,  a f iber -opt ics  codingunit, e t c . )  

The e r r o r s  of TC' measurement  methods are associated with the 

The main e r r o r  sou rces  are the nonlinear and unstable 

This  method employs spat ia l  quantization of the picture  by 
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through which the tes t  picture is projected onto the photocathode of the 
c a m e r a  TV tube. 
by scanning the coded projected picture.  

in the t ransducer  and the communication channel (by the previously l isted 
sou rces  of e r r o r s )  and since the optical coding devices a r e  insensit ive to 
electromagnetic noise, the sys tem may ensure  high accuracy  of measu re -  

A digital e lectr ic  signal is developed in the t ransducer  

Since in this method the message  is encoded before it has been distorted 

!nt. 

2. THE DESIGN OF THE AUTOMATIC CONTROL 
SYSTEM 

Figure 1 is a block d iagram of an automatic TV distortion control 
sys tem intended for line production control in picture tube and TV se t  
industry.  The sys tem u s e s  the principle of optical picture quantization. 

I F = l *  . 
Video Pulse 

counter amp1 i fier T V  set 

Camera I+ M- tube 
Coding I 

Sweep 

Pulse signal Programmed 

FIGURE 1. Automatic control system for T V  picture distortions. 

A newly assembled  TV se t  is transported by a s ta r t - s top  conveyor which 
s tops for 2 or 3 minutes right in front of the TV tes t  t ransducer .  
position of the t ransducer  unit is relat ive to the TV se t  to be  tested is fixed, 
as the two are connected by a rigid opaque hood. 

The TV t r andsuce r  should lie on the optical axis  of the picture tube. TO 
reduce  the hood length, the distance f rom the t ransducer  to the sc reen  can 
be  made l e s s  than five t imes  the s c r e e n  height, but in  this  c a s e  special  
correct ions must  be  introduced to allow for s c r e e n  curvature  (the calcula- 
tion procedure is descr ibed in  /6/). 

generator .  This picture is now projected onto the photocathode of the 
c a m e r a  tube, a f t e r  passing through an optical coding mask  interposed 

The 

I 

The test picture  on the sc reen  is produced by a special  tes t  pulse 
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betii.een the t e s t  s c r e e n  and the caniera  tube. 
of hurizontal  or ve r t i ca l  l ines  (F igure  ? a  and 2bJ s t r i c t ly  pa ra l l e l  to the 
scan  direction; a n  al ternat ive mask  u s e s  a checkered pat tern (F igure  3c) .  
LLhen the projected picture is scanned, the \-ideo s ignal  a t  the output of the 
caniera  tube is a series of electric pulses  which are  amplified by the video 
atiiplit'ier and del ivered to an  electronic  pulse counter .  
analyzes  the r e su l t s ,  .q;hich are then recorded  by a special  r e c o r d e r .  
proqraninied unit carries out a prese t  test program in  accordance  with 
cercain industr ia l  specit'icatioris uhich are s to red  in the s to rage  unit. 
prograninied unit also sends  control s ignals  which d r ive  the T'i. sweep 
generator. and the tes t  signal generator .  

The  coding mask  is a pat tern 

The logic unit 
-A 

The 

'To de termine  the nonlinear 

C i  

distor t ions in the horizontal  direct ion,  the 
r e s t  p u l s e  genera tor  produces a series of ve r t i ca l  black-and-white s t r i p s  
on the s c r e e n  (F igure  3a).  
s c r e e n  is determined by the nonlinearity of the  l ine scan .  
scan  along the l ine u-11' in :he t ransducer ,  the t ransducer  output cons i s t s  
of success ive  pulsett-ains,  and the nuniber of pulses  in  e a c h  t r a in  
( t i , .  n2,  t i 3 ,  . . . )  depends oti the Lvidth of the corresponding Lvhite s t r i p  on the  
s c r e e n .  The  logic unit u s e s  the difference and the s u m  of  the number  of 
pulses  corresponding t o  the widest and the nar rowes t  s t r i p  to de termine  
the nonlinear dis tor t io  1 coefficient: 

The  bvidth of the s t r i p s  in  different p a r t s  of the  
In s ingle- l ine 

'i 'ertical nonlinear c i s to r t ions  are s imi l a r ly  determined,  but t h e  t e s t  
signal produces a picture  in the form of horizontal  s t r i p s  (F igure  3b), the 



single-line scanning in the c a m e r a  tube is done in the ver t ical  direction 
along the line b -b' ,  andthepulses  m l .  m2, m3. , . are counted. 

In ver t ical  scanning, however, c a r e  should be taken to avoitl interf 'ercnce 
f r o m  lines and quantizing elements  of the coding mask.  
nuniber of active l ines  should be a multiple of the nuniber of p a i r s  of 
ver t ical  quantizing elements .  

using a tes t  signal which produces a uniformly white s c reen .  
edges are darkened by a "window" tes t  signal (Figure 3c). 
distor t ions lead to  ce r t a in  deviations f r o m  the rectangular  shape of the 
window. 
and then vertically),  the distortions can b e  determined f rom thc difference 
in the nuniberof pulses  along paral le l  segments .  The mininiuni nuniber of 
scan  p a s s e s  in these nicasurenients is three.  
counts 1 1 ,  12. 13 and hl, hf ,  h 3 .  

in the horizontal  direction is calculated f r o m  the formula 

To this  end thc 

Geometr ical  b a r r e l ,  pincushion, and keystone distortions a r e  deterniined 
l'he sc reen  

Geometr ical  

Therefore ,  a f t e r  scanning along s e v e r a l  l ines ( f i r s t  horizontally 

These scans  give the pulse 

In b a r r e l  dis tor t ions 12>11. L1=l3  and the geometr ical  distortion coefficient 

For pincushion distortions 1 2 < i l ,  1 1 = 1 3  and 

For keystone dis tor t ions 

The corresponding distortions in the ver t ical  direction a r e  s imilar ly  
calculated f r o m  the pulse counts t i l ,  h2, h3. 

A s  the nonlinear and geometr ic  distortions must  be measured  in two 
perpendicular direct ions,  the ruled mask should be changed or turned 
through a right angle when the scan  direction is changed. This  can be 
avoided by using a checkered mask,  which, however, is not particularly 
favorable f rom the viewpoint of parasi t ic  amplitude modulation: to avoid 
this parasi t ic  modulation, the scanning should be done along a single line 
of quantizing elements .  

3 .  T H E  EFFECT O F  L I M I T E D  RE 
OF THE CAMERA TUBE O N  MEASUREMENT ACCURACY 

The accuracy of l inear measurements  by the method of optical  coding 
is limited by the resolving power of the c a m e r a  tube, which de termines  
the minimum s i z e  of the quantizing element in the coding mask.  

of modulation of the digital signal (Figure 4). 
the c a m e r a  tube generally h a s  a c i r cu la r  opening, and the scan  aper ture  

The finite scan  beam aper ture  of the c a m e r a  tube reduces  the depth 
The guiding electrode of 



is therefore  a l so  near ly  c i r cu la r ,  
sect ion d i a m e t e r )  d ia l e s s  than the width a of the mark  projected onto t h e  
photocathode by the  optical coding m a r k ,  the quantized s ignal  has  1 0 0 , r ~  
m a r k ,  d>a ,  it s imult ,meouslp captures  both a black and a ithite a r e a ,  and 
the depth of modulation is naturally reduced. F o r  d = 2 a  the beam 
simultaneously cover.; one black and one white a rea ,  and the s ignal  i s  
con\-rr ted into a virtually constant voltage (the modu:ation depth goes to  ze ro ) .  

If the ape r tu re  d iameter  (the beam c r o s s  

I , d<a 

a’ - t  

F1G’~’XE 4 .  

na l  ~hape .  
The effect ,>f  beam aperture of the camera tube a n  sic- 

Two quantizing elements  a r e  needed to obtain one output p u l s e ,  
and the maximum number of pulses  at the t ransducer  output during a single 
line scan is therefore  equal to half the tube resol\-ing power z :  

Since the background of the c a m e r a  tubes is considerably nonuniform 
and z markedlp drops  touard  the edges of the photocathode, the resolving 
power which de termines  the N,,, of the digital un i t  should be calculated from 
the aper ture  charac te r i s t ic  of t h e  tube assuming a d e c r e a s e  of not more  
than 50% in modulation depth. 

,Y,,, is somet imes  called the d iscre teness  of the digital signal, D .  The 
rec iproca l  of the desc re t eness  D determines  the maximum relat ive e r r o r  in 
measu remen t s  of l inear  dimensions by the optical coding technique, E = 1 ID. 
This  drror is associat1.d with pulse counting inaccurac ies  which a r e  due to 
t h e  fact that a non-integer number of m a r k  pulses  a r e  accommodated 
within the scanned segment .  

one l inear  dimension is measured wi th  a digital T V  transducer:  
D and e determine  the  quantity of information which is obtained when 

Thus when the resolving power of the t ransmit t ing tube is lowered or 
the  s i ze  of the quantizing e lements  of the coding mask is increased,  w e  
lose information. 
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FIGURE 5. Curves of scan nonlinearity for six commercially produced 
LINT-47 TV sets (Ogonek model): 

a -horizontal. b -vertical ( A  rand h y are the dimensions of two ad- 
joining squares of the checkered mask, N is the number of pairs of 
squares). 

The information converning the T V  image is always t ransmit ted by tubes 
which inevitably respond af te r  a cer ta in  buildup period to the average sc reen  
intensity during that period. 
cannot be used for  these purposes, s ince the position of the scanning 
element on the picture  tube s r e e n  and the position of the sensing element 
on the c a m e r a  tube photocathode do not coincide at any given instant. 

used in automatic distortion control. 

Instantaneous- action tubes (dissector  type) 

Vidicon is the most  suitable buildup c a m e r a  tube for TV t ransducers  
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Figurv 5.2 shows tl-le curves  of horizontal  scan nonlinearity and Figure  5b 
of \ .ert ical  :can nonlinearity for  s i x  Ogonek T V  s e t s  (LrINT-47) from the s a m e  
line. The two adjoining squa res  of the checkered field Xvere measu red  at 
the end of the assembly  line with a “para l lex- f ree’ ‘  rule .  If’s. s e e  from the 
curvc‘s (F igure  5) that the nonlinearity i s  distinctly nonmonotonic: moreover ,  
it follows different curves ,  and i t s  variation should therefore  be measured 
both ok’er the en t i re  s c r e e n  and along sma l l  segments .  In T\-  measu remen t s  
thv  nonlinear dis tor t ions thus should be measu red  at least  in  8 - 10 \ ,ert ical  
‘arid 6 - 8 horizontal  white s t r ip s  of the tes t  s ignal .  To inc rease  the number 
~ t ’  pulses in each s e r i e s  and imFr0x.e the measu remen t  accuracy ,  the Ixhite 
5trip.r: of the tes t  tab!e should preferably be made wider than the black 
ytr ips  (F igu re  3). 
12 - WO). One-inch vidicons (xvith a d iameter  of 2 5  m m )  m-hich have a fa i r ly  
low reFolving power therefore  cannot e n s u r e  the required accuracy  (xhich 
must be one o r d e r  of magnitude higher than the measu red  dimension) .  

Figure 6a shows an osci l Iogram of the t ransducer  output s ignal  in a 
r;>.stem using a one-inch \.idicon. The osci l logram is photographed off the 
sc reen  of t h e  S1-13 osci l loscope.  We s e e  from Figure  6a that for  the loxv 
signal d i sc re t eness  ( 0  of the o r d e r  of 50) obtained with la rge  coding mask 
elements  (d<n)  the depth of modulation i s  fa i r ly  la rge  and t h e  s ignals  a r e  
rcadilv counted. When the ma.Gk e l e m r n t s  a r e  made sma l l e r ,  the depth of 
m1:jdulation d e c r e a s e s  and the s ignal  nonuniformity along the line becomes 
m o r e  pronounced. 
n - i th  the s a m e  t ransducer  but with a sma l l  coding mask  element .  In this  
c3sc the resolving pov,~er of the t ransmit t ing tube i s  insufficient (d>oi  to  
ensure  a d i sc re t eness  of about 200 with a fa\.-orable s ignal  , ‘no ise  ra t io .  
difficulty can be bypassed however, by u s i n g  a band fi l t-r  which i so la tes  
the f i r s t  harmonic of the signal. The f i l t e r  output (F igure  6c)  is a s ignal  
with a sufficient amplitude an3 an adequate signal!noise ra t io ,  which can be 
del ivered to the pulse  counter. a f t e r  sui table  limiting t rea tment .  

sutomatic  picture  dis tor t ion control  showed that insufficient resolving 
power and insufficient field uniformity a r e  not the only shortcomings of the 
one-inch vidicon, and i t  i s  thus not en t i re ly  sui table  for  l a rge - sca l e  plant 
application. The additional shortcomings include i t s  warming t i m e  and 
adjustment before the actual  control  is begun, var ia t ion of p a r a m e t e r s  due 
ti.) \.oltage and cur ren t  fluctuations, and o thers .  To reduce the effect of 
tht.se factors ,  the vidicon should be connected to  a s epa ra t e  control  c i rcu i t  
of i t s  om-n , 7  and the voltages and c u r r e n t s  should be s tabi l ized.  

least  800 l ines  o v e r  t h e  en t i re  picture  field. 

 ill therefore  give a s ignal  d i sc re t eness  of at leas t  

maximum relat ive error of l inear  measu remen t s  along the en t i r e  line 

F=--IS at most 0.2%. Hovever ,  for  D=400 the depth of s ignal  modulation 

may prove insufficient fo r  fur ther  process ing  (unless  a f i l t e r  i s  employed).  
Yet even a somewhat lower d i sc re t eness  of this  vidicon e n s u r e s  a 
measu remen t  accuracy  which i s  hot l e s s  than that of the photographic o r  
projection methods,  in which t h e  s ta t i s t ica l  s c a t t e r  of dis tor t ion 
measu remen t s  in repeated t e s t s  i s  * 0.5 - 0.T5T0.  

The permiss ib le  geometr ica l  dis tor t ion i s  a l so  fair ly  low 

Figure  6b is an osc i l logram of the output s ignal  obtained 

The 

Experimental  t e s t s  of the application of the TV t ransducer  unit for  

The cur ren t ly  marketed 1.5-inch vidicon has  a resolving power z of at  

D = Z = 4 0 0 .  i .  e.,  the 

X t r ansduce r  using th i s  vidicon 

2 

I 
D 



FIGl lKE b. 

output: 

a - for I)- SO, b -for 0.; 200. c -for D -  200 with a band 
filter. 

Oscillograms of discrete signals at the vidicon 

The measurement  accuracy  can  be considerably improved by using a 
f iber-opt ics  coding device /a/: here  the t e s t  line is projected onto one end 
of the device, where the lightguides are ar ranged  l inear ly ,  whereas  the 
lightguides a t  the other  end a r e  spaced out  in s eve ra l  l ines  of a rectangular  
pat tern and the dis tances  between them a r e  g rea t e r  than the beam aper ture  
of the c a m e r a  tube. The number of digital pu lses  a t  the t ransducer  output 
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1s rhus not l imited by the resolving power of the camera tube: it i s  actually 
d t  tt,r-mined b>- the number of lightguides in the  f iber-opt ics  de:-ice. 
the TV dis tor t ions shodld b e  measu red  in two d i r ec t ions .  and therefore  in 
ordt,r  t o  avoid turning the f iber-  op t ics  de\..ice mechanicaIly through a right 
nngle, a T V  t e s t  unit \r.ith t\i:o s e p a r a t e  t r ansduce r s  should b e  used on the  
a s sembly  line, one for horizontal  dis tor t ion measu remen t s  and t h e  o t h e r  
f o r  \ .ert ical  dis tor t ion.  If  a more sophis t icated f iber-opt ics  device i s  used ,  
\r.ith the lightquides a t  the i n p u t  end ar ranged  in t x o  l i nes  - a horizontal  and 
a \ . e r t ica l  one,  only one t ransducer  is natural ly  needed. 
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THE USE OF PHOTOELECTRIC SENSORS FOR AUTOMATIC 
CONTROL OF GEOMETRICAL T V  DISTORTIONS 

home rrirthods of automatic analysis of the shape and the position of lines on a TV screen using photo- 
electric elements are considered. The  effect of parasitic brightup of the picture tube glass on the accuracy 
of  position iiieasureiiimts is considered. 

INTRODUCTION 

The  TV dis tor t ions can be determined by measuring the l inear  dimensions 
of different e lements  of the tes t  table and analyzing the geometry of var ious 
pa t te rns  on the picture  tube screen .  The measurements  of var ious tes t  
table e lements  and the i r  comparison, prescr ibed  by'the USSR Government 
Standard GOST 9021- 64 /1/, provides  the essent ia l  information on the 
magnitude and the kind of nonlinear and geometr ic  dis tor t ions.  The  l inear  
dimensions natural ly  can be measured  and compared automatically /2 /. 
The relevant  information can  a l so  be obtained by analyzing the shape of l ines  
in different p a r t s  of the s c r e e n  o r  by measur ing  the displacement  of m a r k e r  
points on the sc reen .  

Geometr ica l  dis tor t ions produce a definite curva ture  of the horizontal 
and the ver t ica l  l ines  on the sc reen .  The essent ia l  information on 
geometr ica l  dis tor t ions is therefore  obtained by analyzing the shape of 
nar row horizontal  and ver t ica l  s t r i p s  o r  by measuring the position of the 
boundaries  between black and white fields in different p a r t s  of the tes t  table. 

In th i s  a r t ic le  we consider  the possibility of automatic analysis  of line 
shapes  and positions on a TV sc reen  using photoelectric s enso r  e lements .  

METHODS O F  AUTOMATIC ANALYSIS OF LINE SHAPE 
AND POSITION ON PICTURE TUBE SCREEN 

The  shape and the position of l ines  need be analyzed only near  the ve ry  
edge of the T V  screen ,  where  the geometr ica l  dis tor t ions a r e  a t  the i r  
maximum. The shape and the position of a ver t ica l  line should be measured  
nea r  the left- and the right- hand margin  of the sc reen  and horizontal  
d i s tor t ions  a r e  measured  near  the top and the bottom edges. 

on the sc reen  should not exceed the s i ze  of one element  in the picture .  
Therefore ,  one of the r a s t e r  l ines  if  illuminated, can be conveniently used 
a s  a horizontal  monitor line fo r  dis tor t ion measurements .  T o  produce a 
nar row ver t ica l  striw on the sc reen ,  a unit steD wulse is t ransmit ted whose 

To improve the accuracy  of th i s  analysis ,  the thickness  of the bright line 



duration i s  equal to  one picture  e lement  and txhich is displaced for a l l  the 
l ines by an equal length of t ime re1atii.e to the l ine synchronizing pulse.  

I-ising the given specifications for the geometr ical  raster distortion, w e  
can delineate the to l i rance  field o n  the screen within 7,vhich the monitor l i n e  
should remain  on the four s i d e s  of the sc reen  (left, right, top, and bottom, 
Figure 1).  

I 

3 

I 

3 

,2 
-3 

The automatic  analysis  of the line shape is grea t ly  simplified i f  uniform 
s tandards  have been established for the resultant geometr ical  dis tor t ions.  
Thus,  i f  the  standard tolerance for the total geometr ical  distortion is 4% 
(as in the Eas t  G e r m i n  Standard TGL 88381, the allowed line deviations 
f rom the mean positi3n on a sc reen  measur ing  384 mm in the horizontal  
direction and 305 m m  along the \ -er t ical  ( the Soviet- made 4 7 L K  1B picture  
tube) is 384 ~ 0 . 0 4  =z 15.3 mm in the horizontal  direct ion and 305 * 0.04 = 
f 12.2 m m  along the ver t ical .  The tolerance field, i.  e., the total  allowed 
deviation of a l ine on the 1 S L K l B  s c r e e n ,  is 30.6 m m  horizontally and 
24.4 m m  vert ical ly .  

conveniently monitored using a YES-  N O  photoelectric s e n s o r .  This  
naturally requi res  a :sufficiently sha rp  change i n  photodetector s ignal  ivhen 
the monitor  line c r o s s e s  the boundary of the tolerance field (the photo- 
detector  is suddenly : lluminated o r  alternatively obscured) .  

The main advantage of the automatic analysis  of the line position \vithin 
the tolerance field on the T V  s c r e e n  is that it simultaneously takes  account 
of a l l  the  possible dis tor t ions which affect the l ine geometry  (for example,  
the curva ture  of the ~ e r t i c a l  line when the T V  se t  i s  supplied by an 
asynchronous gr id) .  

The  output signal is determined by the iner t ia l  p roper t ies  of the 

If the detector  t ime constant i s  7> -, where f, is the l ine 

I f  the  tolerance field is known, the geometr ical  dis tor t ions a r e  

1 photodetector. 

scanning frequency, equal t o  15,625 H z ,  the  output signal is independent of 
f, 
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the r a s t e r  delineation and depends only on the integral  br ightness  intensity 

of the  s c reen .  If, on the other  hand, T<-, the detector  output contains a 

pulsed signal in which the scan frequency is reflected. 

1 
f s  

I I 

a) b)  

FIGURE 2. Methods of determining the shape 
of a white line on B TV screen and its position 
within the tolerance field 1. 

Figure  2 i l lus t ra tes  the different photodetector geometr ies  re la t ive to 
the tolerance field on one of the s ides  of the picture  tube. 
and 5 define the l imi t s  of the tolerance field I ( see  F igure  2a) and detector  1 
cen te r s  the monitor line. The light-sensitive a r e a  of detector  1 is in the 
shape of a narrow s l i t  para l le l  to  the monitor line. The width of the slit 
should not exceed i t s  thickness. Automatic line center ing is accomplished 
by gradual  displacement of the ver t ica l  line in the horizontal direct ion or 
success ive  delineation in the ver t ical  direction until detector  1 de l ivers  a 
peak signal. After that no fur ther  displacement of the line is attempted. A 
NO ( re jec t )  signal is obtained when one of the de tec tors  2 ,  3,  4 or 5 is 
illuminated. The  shape and the position of l ines  on the other  s ides  of the 
sc reen  is s imi la r ly  determined. If the  readings of the var ious  de tec tors  
a r e  received separately,  the geometr ical  dis tor t ion can  be exactly identified 
(whether a ba r re l ,  a pincushion, a keystone, or other  distortion). The 
sensi t ive a r e a  of de tec tors  2, 3, 4 and 5 in  the longitudinal direction should 
be la rge  enough to ensu re  that the detector  remains  illuminated even in 
case of maximum displacement of the monitor line. Instead of numerous 
de tec tors  along the edges of the tolerance field, the four s ides  of the sc reen  
can be fitted with the input ends of f iber-opt ics  lightguides, whose output 
ends a r e  a l l  connected t o  a common photoelectric detector ,  and i t  is the 
s ignal  f rom th is  detector  that is interpreted as a N O  signal. 

the  tolerance field and the i r  longitudinal dimension is 1 .  In this  ca se  a NO 
signal  is produced when the de tec tors  2 and 3 are obscured.  Line centering, 
as in  the previous case,  is done using a maximum signal f r o m  detector  1. 

Position- sensi t ive photocells with longitudinal ( t ransverse)  photoeffect 
can be used for  automatic line center ing and automatic determination of line 
shift on a TV sc reen  /3/. 

Detectors  2, 3, 4 

In F igure  2b the light-sensitive surface of de tec tors  2 and 3 lies inside 
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SPECIFIC F E A T U R E S  O F  PHOTOCELLS USED IK 
PI- t  OT OD ET E C TOR S 

Photodc>tectors us12 th ree  types of photocells: e lectron x.acuum element  
(with ex terna l  photoeffect), photores i s tors  (with in te rna l  photoeffect), and 
photogalvanic ce l l s  - photodiodes and photo t rans is tors  !4 ,!. 

photocell response is the main parameter  which de te rmines  its applicability 
to automatic dis tor t ion control .  

Since the maximum s c r e e n  br i l l iance is fa i r ly  low (up to 100 nit) ,  the 

FIGUKE 3. Family of current-voltage FLGLrRE 4. Pliotorcsponse curve: of the T V  icrccn 
characteriktics of a ptiorodiode. phosphor (11, d CdS phoroiesistor @J, and a CdJe  

phototesiqtor ( 3 ) .  

For T V  s c r e e n  br i l l iance of 100 nit,  the illumination of a photocell placed 
touching the screen is a t  mos t  200 lux. 

F igure  3 shows a family of cu r ren t -  voltage cha rac t e r i s t i c s  of a photodiode 
for  Lrarious illuminations !4/ .  For an  illumination of 200 lux, the photo- 
cu r ren t  is a t  mos t  40 - 50 p-4, whereas  the d a r k  cu r ren t  of the photodiode 
is 30 ,uA, so that the photocurrent  is only slightly g r e a t e r  than the d a r k  
cur ren t .  The  photocurrent  of photo t rans is tors  is l a r g e r  than that of 
photodiodes, but t he i r  da rk  cu r ren t  reaches  300 P A .  The illumination 
produced by the TV s c r e e n  is thus insufficient fo r  the u s e  of photodiodes 
and phototransis tors .  

An illumination of 200 lux produces  a sufficient excess  photocurrent  
(compared to the da rk  c u r r e n t )  in CdS and CdSe photores i s tors .  The  
response  of the CdSe photores i s tors  is higher that of  CdS photores i s tors .  
but the i r  photoresponse cu rve  h a s  a nar row maximum a t  )c = 0.75 p ,  whereas  
the photoresponse of lZdS photores i s tors  occupies  a wider  region in  the 
vis ible  spec t rum,  where  the glow spec t rum of the T V  s c r e e n  phosphor l i e s  
(F igy re  4). The to ta l  response  of the CdSe and CdS photores i s tors  to  p ic ture  
tube glow is therefore  Lrirtually the same .  

and long s e r v i c e  life. Any number  of photores i s tors  therefore  can  be 
installed for  dis tor t ion cont ro l  in  different  p a r t s  of the p ic ture  tube sc reen ,  
ensuring a l ight-sensi t ive su r face  of requi red  s i z e  and shape. The  shor t -  
comings of photores i s tors  include the i r  cons iderable  ine r t i a  ( the t ime  
constant T is s e v e r a l  t ens  of mil l iseconds) ,  subs tan t ia l  s c a t t e r  of p a r a m e t e r s ,  
and var ia t ion of the integrated response  dur ing  the s e r v i c e  life /5/. 

The  main advantages of photores i s tors  are the i r  s m a l l  s ize ,  low cos t ,  
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Maximum response  is Character is t ic  of photomultiplier tubes; these a r e  
essent ia l ly  electron- vacuum tubes with external  photoeffect and secondary- 
emission electron multiplication. They have an excellent t ime resolution 
and a l inear  photocurrent charac te r i s t ic .  The photoresponse region of most 
commerc ia l  photomultipliers is fa i r ly  wide and in  effect coincides with the 
emission spec t rum of the sc reen  phosphor. TV dis tor t ions can be 
conveniently monitored using miniature  photomultipliers, not l a rge r  than 
bantam vacuum tubes. 

THE EFFECT OF PARASITIC PHOSPHORESCENCE 
ON THE MEASUREMENTS O F  LINE POSITION ON A TV SCREEN 

The accuracy  of the automatic distortion control  using photodetectors is 
determined by the s teepness  of the charac te r i s t ic  which gives  the detector  
output s ignal  vs. the position of the bright line on the sc reen .  

The  s teepness  of th i s  charac te r i s t ic  depends on the s i ze  and shape of the 
reconstituting aper ture  and on the paras i t ic  phosphorescence of the screen .  
The light spot on the rece iver  s c reen  (the reconstituting aper ture)  is 
c i r cu la r  with a normal  distribution of e lectron density in the beam. The 
c i rc le  of confusion in the t ransmiss ion  of a black-white boundary line is 
approximately equal t o  the s i ze  of the reconstituting aper ture ,  i. e., to the 
s i ze  of one picture  e lement  on the receiving screen,  which does not exceed 
1 mm. 

excitation of the screen  phosphor. 
The s teepness  of the charac te r i s t ic  is thus highly sensi t ive to  paras i t ic  

FIGURE 5. The effect  of parasitic phosphorescence of the 
picture tube screen. 

Figure 5 shows a c r o s s  section through a picture  tube screen.  Note that 
the photodetector 1 attached to the outer  sur face  of the  g lass  s c r e e n  receives  
not onlythe d i rec t  light f rom the phosphorescent element 2 direct ly  opposite 
the detector ,  but a l so  slanting light f rom sc reen  elements  within a c i r c l e  
of radius  RI (zone A). 

the thickness of the sc reen  d and the angle of total  reflection atOt: 
The rad ius  of the paras i t ic  phosphorescence c i rc le  R I  is determined by 

R I  = d  tgatot (1) 

where 

(2) 
1 rtot=arc sin - . 
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For g lass  n = 1.54 so that C L ~ ~ , ~  41'. 
The s c r e e n  i s  thicker  along the edges than in t h e  middle. The radius  of 

The useful pa r t  of the light flux emitted by the phosphorescent s c reen  
paras i t ic  phosphores Zence i s  therefore  higher at  the sc reen  edges.  

e lement .  which does not cuffer total  reflection and leaves the g l a s s ,  is 

=t@r 

2.7 1 / O C . I I S  a sin a d a 
0 

= sin% t ~ t  = 0.42. ( 3 )  F" 
FE= - 7- 

2x j f t t L , (  b i  CL 5in r* d CL 
0 

where I,, i s  the light intensity along the normal  to  the sc reen .  

lan.. i .  e.,  when the light intensity emitted by the phosphor i s  
This  equation i s  valid only when the light flux in g l a s s  obeys Lamber t ' s  

IPh  = rccos a ,  ( 4 )  

%:;here CL i s  the angle between the normal  to the sc reen  and t h e  direct ion of 
( )b s e r \.a t i on. 

For incidence angles  a<atOt, the  a i r  - g l a s s  in te r face  re f lec ts  4 - 5% of 
the light flux. Therefore ,  the main factor  influencing the light flux density 
hitting the photodetect.or is t h e  loss of luminous energy  in the sc reen  g lass :  
in o r d e r  t o  enhance tk-e picture  cont ras t ,  the g lass  is coLored neut ra l  g ray  
2nd  t r ansmi t s  about 

esponential  re la t ion 

"2  of the normally incident light flus. 
The attenuation of light i n  a sca t te r ing  medium is descr ibed  by the 

where is the absorp:ion coefficient; d i s  the thickness  of g lass .  

we find kd = 1.1, i. e., for  d = 1 cm, k =  1.1 cm-'. 
F" 

I f  we take F ,  =t' k c ' = + ,  

Given k and d, we can  calculate  the attenuation of light passing f rom the 
outer  boundary of t h e  paras i t ic  phosphorescence c i r c l e  .4 to  the outer  s c r e e n  
sur face ,  compared to  the normal  light flux: 

where F2 i s  the light flux t ravers ing  a d is tance  d ,  in glass:  FI is the n c r m a l  
light f lux  t ravers ing  a dis tance d i n  g lass :  

For atot= 41c, d l =  1.32 d .  
Besides  the effect cif d i rec t  paras i t ic  phosphorescence,  t h e r e  is a n  

additional contribution f rom light suffering total  ref lect ion (F igu re  5). The 
radius  of the corresponding c i r c l e  of paras i t ic  phosphorescence B is 
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Rz= 2d tg atof= 2 R I .  ( 8 )  I 
The light r ays  hitting the photodetector f rom element  4 t r a v e r s e  the 

dis tance 

d2 

in g lass .  For atot= 41", dz= 3.65 d. 

the  equality 
The attenuation of this  light component in g l a s s  can be calculated from 

Fz 
FI 

The pa rame te r s  d, R J ,   and 
and 5 9 L K l B  a r e  listed in Table  1 

~ . 

9 I 0.175 Ft 

_- . __ -.__ 

IO I 7.5 I 12.5 
- -~ ~ _ _ _ _  

8.7 1 6.5 

0.709 0.770 I O.fA5 

0.055 0.113 I 0.011 

---__ .- 

We see f rom the table  that he attenuation of the d i rec t  paras i t ic  
phosphorescence in the sc ree ]  g l a s s  is insignificant compared to the 
attenuation of the normal  light flux, and they therefore  make a substantial 
contribution to  the photodetector illumination. The light flux suffering 
to ta l  reflection is attenuation to  a much higher degree.  Multiple ref lect ions 
produce a fur ther  attenuation of 8- 10% compared to the d i rec t  light. 

Paras i t ic  illumination of the photodetector is a l so  produced by scat tered 
light associated with sc reen  curvature .  The scat tered light, however, is a t  
mos t  2% of the pr incipal  light flux 161, and it  is therefore  ignorable. 

The paras i t ic  phosphorescence zone can be reduced by seve ra l  methods. 
The s imples t  approach is to  use 2 narrow s l i t  with light-absorbing wal ls  
cut through the medium 2 between the photodetector 1 and the outer  s c reen  
sur face  (F igure  sa) .  The d i rec t  paras i t ic  phosphorescence zone then 
shr inks  to 2r (instead of 2&). 

The illumination f rom a glowing surface of finite dimensions is 
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!\hen k i s  a coefficient which depends on the sys tem of bright units used; 
B is the br ightness  of a surface element dS: a i s  the angle between the 
direct ion of observaiion and the normal  to the surface:  /(a) is the angular  
distribution function of the sur face  brightness:  D is the dis tance between the 
luminous sur face  and the point where the illumination is measured.  

eventually fall below the detector  threshold, especially if the sc reen  
br ightness  is fair ly  '!ow and the sl i t  i s  narrou- .  

Q P n'/m n' 

When D i s  increaaed, the illumination E markedly dec reases ,  and may 

I 

J 

i )  b) C) 
FIGUKE F. hlethods for reducins the parasitic phosphorescence. 

Bet ter  paras i t ic  phosphorescence reduction can be achieved if the sl i t  is 
replaced by a light chamber  2 with light absorbing walls and adjustable 
ape r tu re s  (F igure  6b). The  chamber  should not be m o r e  than a few 
mi l l imeters  deep. 

FIGURE 7. Curves of the relative chanpe in photoresistor current VS. 

the d isp lacenent  of a bright b e  on the 47LKlB picture cube. 

As we have seen  above, the light sensi t ive area of the photodetector 
limiting the tolerance field should not exceed 30 mm. A s l i t  of comparable  
width does  not produce a s h a r p  res t r ic t ion  of the paras i t ic  phosphorescence 



a t  the s l i t  edges. The effect of paras i t ic  phosphorescence in th i s  c a s e  is 
reduced with the aid of lens  2, which pro jec ts  a focused image from the 
phosphor plane 3 t o  the plane a-u’coinciding with the light sensi t ive a r e a  
of the detector  1 (F igure  6c). The mask  4 on the p ic ture  tube sc reen  blocks 
off spurious light. In th i s  ca se ,  however, the de tec tor  illumination is 
great ly  reduced. 

F igure  7 shows the experimental  curves  of the change in photoresis tor  
cu r ren t  a s  a function of the displacement of a bright line on the p ic ture  tube 
s c r e e n  (middle of screen) .  The  line thickness  is equal to  one picture  
element. 
sl i t  (curve l),  the paras i t ic  phosphorescence c i r c l e  is too big to  permi t  
exact pinpointing of the line. A 1 m m  s l i t  (curve 2 )  or a short-focus lens  
( f  = 4 m m )  with a s l i t  of the same  width (curve 3) substantially reduce the 
paras i t ic  phosphorescence c i rc le ,  and the line position can be determined 
to  within f (1 - 2) mm. 

W e  see f rom F igure  7 that the use of a lens  with a nar row sli t  does  not 
improve the resul ts ,  s ince the s teepness  of curve  3 is almost  the same  as 
the s teepness  of curve  2,  whereas  the absolute value of the photoresis tor  
cu r ren t  is substantially l e s s  than for  a s l i t  without a focusing lens .  

If the photoresis tor  direct ly  touches the p ic ture  tube without any 

- 
Xmm 

FIGURE 8. Curves of the change in photoresistor current VS. the 
displacement of the bright line on the 4lLKlB picture tube for 
various photoresistor specimens. 

Charac ter i s t ic  1 does  not show any dip between zones A and B, since 
different p a r t s  of the bright l ine are at different dis tances  f rom the 
photoresis tor ,  which a f te r  all  responds to  the total  light flux. 

moved along the s c r e e n  a t  a speed of no m o r e  than 1- 2 m m / s e c .  Moreover ,  
comparison of the individual photodetectors mounted in front  of the  s c r e e n  
revealed a considerable  sca t t e r  of peak cu r ren t  values and paras i t ic  
illumination cu r ren t  (F igure  8 ) .  

mount the de tec tor  f a r the r  f rom the screen .  We can  thus choose the 
opt imal  dis tance when the e r r o r  due to  paras i t ic  phosphorescence does not 
exceed a cer ta in  chosen value. 

Because of the high iner t ia  of the photoresis tors ,  the br ight  line was  

The  application of high- response  photomultipliers makes  i t  possible  to 
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FIGf 'RE 'I. O s c i l l o ~ r a m I  of the phoroniultiplier outplit signdl .  

Figure 9 shows osc i l lograms of photomultiplier output s ignal  obtained 
with the  detector  i l luminated successively by the l ines  of a s tandard r a s t e r  
on the 57LKlB sc reen  through a 1 m m  wide slit and a focusing lens  with 
i = 35  m m .  i f  the lens  i s  s e t  at a dis tance of at least  200 mm from the 
sc reen ,  the photomultiplier output siiows one prominent pulse  (F igure  9a). 
The  duration of the leading edge does not exceed 0.1 - 0.2 Dsec,  and the 
longer t ra i l ing edgt, i s  determined by s c r e e n  pers i s tence .  If  the lens i s  
c lose  to the sc reen ,  the paras i t ic  phosphorescence c i r c l e  is l a r g e r  and the 
number of pulses  inc reases  (F igure  9b), and it i s  therefore  difficult to  
decide uhich of the pulses  cor responds  to the actual  line position. 

CONC LL'SIONS 

1. Automatic analysis  of line shape and position on a picture  tube s c r e e n  
with photodetectors provides complete information on total r a s t e r  
dis tor t ions associared with geometr ic  dis tor t ions and o ther  fac tors .  

2. Photores i s tors  and photomultipliers are sui table  de tec tors  for 
automatic dis tor t ion analysis .  Because of the high iner t ia  of photores i s tors ,  
however,  the analysis  can  be c a r r i e d  out only if the l ines  a r e  moved very  
slowly over  the sc reen .  

3. The accuracy  of line position measu remen t s  can be improi,ed by 
reducing the paras i t ic  phosphorescence c i rc le .  

B i b l i o g r a p h y  

1. COST 902 1- 64. Pr iemniki  televizionnye cherno-  belogo izobrazheniya.  
SIetody elektricheskikh, opticheskikh i akusticheskikh ispytanii 
(USSR Government State Standard 9021- 64, Black- and-  White TC' 
Rece ivers .  illethods of Elec t r ica l ,  Optical, and Acustic T e s t s ) .  - 
hToskva. 1964. 

2. K h e s i n ,  A. Ya. 
- Present  collection. 

3. B a k e r , L. R.  P rope r t i e s  and Application of the New Posit ion - 
Sensit ive Fhotocells.  - Control,  5 : 47. 1962. 

4. K O  r n d o r f ,  S. F. Fotoelektr icheskie  izmer i te l 'nye  us t ro is tva  v 
mashinostroeni i  (Photoelectr ic  Pvieasuring Devices in Machine 
Building). -- Moskva, Mashinostroenie.  1965. 

A TS' Illethod for .Automatic Control of T V  Distortions.  

139 



5. S o b  o 1 e v a ,  N .  A. e t  al. Fotoelektrvnnye pribory (Photoelectronic 

6 .  Z v o r y k i n ,  V. and D. A . M o r t o n .  -Televis ion.  [Russian translation. 
Devices). - Moskva, Nauka. 1965. 

1956.1 

240 



L .  Yid. 1 ' e i t s t t i a n ,  1'. L.Svebnyi 

THI'RISTOR SIt?TCHliVG CIRCC'IT FOR rl PULSED 
COSTROL SI-STEdI OF D. C .  ELECTRIC .ZIOTORS 

A mcrhcki IS developed for rhe calc?i lat i<n .df i ran<iei i t i  i n  the rhjriar,,r :wirching circuit <>f the pul;ed 
c'.rntrlil 3) .  stem of J . P .  electrii. trscri*\n r n o r ~ v ~ .  Reiuti, <of lah,rat<\ri r e r .  are g ive i .  

The speeds  of ti,action uni ts  supplied by a contact line a r e  cur ren t ly  
controlled by a pulse-adjustable  res i s tance ,  which smoothly v a r i e s  the 
res i s tance  in the niotor c i rcu i t  between wide l imi t s  / 1, 2 1 .  

t n these  s y s t e m s ( F i g u r e  l), a power thyr i s tor  T1 is connected in 
paral le l  to the star.:ing rheostat .  
cu r ren t  (equal to the pulse duration divided by the period of osci l la t ion)  
va r i e s  f rom 0 to 1 during the s ta r t ing  or the braking phase of the motor ,  
so that the s taqe  r e s i s t ance  fa l l s  f rom its maximum value to ze ro .  

The pulse duty cycle  of the thyris tor  

W 
FIGrlRE 1 .  

H - rhenirar itiee resistance 

Funcrional diaeram < > f a  piilse ccnrrol svjtem: 

T I  - power th;rist*x. D - mctor.  

The  main element. monitoring the pulse mode of the power thyris tor  is 
the switching c i rcu i t  (F igure  2 )  compris ing an  auxi l iary thyr i s tor  T2 and 
a quenching capac i tor  C ( r  is the charging res i s tance ,  T 1  is the power 
thyr i s tor ,  T2 is the auxi l iary thyr i s tor ,  R is the s ta r t ing  rheos ta t  resis- 
tance,  T3 is the r echa rge  thyr i s tor ,  L2 is the inductance of the l eads  and 
the t ransducer ,  DL is the delay unit, L3 is the inductance of the r echa rge  
c i rcu i t ,  RT  is the rec t i f ie r ,  D is the motor ,  Le is the excitation winding). 

The capaci tor  C i s  supplied e i ther  f rom a n  ex terna l  sou rce  (F igure  2a) 
or by additional feedback from the t ract ion moto r s  (F igure  2b). 

The operat ing cyc;e of the switching c i rcu i t  can be divided into four  
success ive  phases .  
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U n 4, 

FIGURE 2. 

(a) !!sing an external source, (b)  charging by m o r a  current. 

Quenching capacitor charging circuit: 

F’h a s e 1 begins  when the auxi l iary thyr i s tor  T2 is turned on. The 
capaci tor  C charged to a voltage U,,,, (the polar i ty  of this voltage is shown 
in F igure  3a) is discharged through the power thyr i s tor  T1 into the 
ser ia l ly  connected inductance of the delay unit t ransducer  coi l  and the lead 
inductances Lz. The cu r ren t  through thyr i s tor  T 1  falls to zero ,  and then 
r e v e r s e s  i t s  direct ion,  again dropping to ze ro  a f te r  a t ime tT,(Figure 4) .  

After the recovery  t ime of the thyr i s tor ,  d.  c. b ias  is applied to T1. 
In Figure 4 to is the t ime for  the thyris tor  c u r r e n t  to fa l l  to zero ,  

the recovery  t ime of the auxi l iary thyris tor ;  i R  is the rheos ta t  cur ren t ;  
iTZis the auxi l iary thyr i s tor  cu r ren t ,   TI is the power thyr i s tor  cu r ren t ,  
UT1 is the voltage a c r o s s  the power thyr i s tor ,  lJc is the voltage a c r o s s  the 
capac i tor .  

d i scharges  through the s ta r t ing  rheos ta t .  
up, which is applied to the power thyr i s tor  in  the back direct ion.  
phase te rmina tes  when the voltage on the quenching capaci tor  d rops  to 
ze ro  (Figure 3b). 

tT,is 

P h a s e  2: when the power thyr i s tor  T1 is switched off, the  capaci tor  
A s  a r e su l t  overvoltage is set 

This  
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FIGL'RI 3. 
phases of the  cycle.  

Current distribution in the circuit  for various 

P h a s e 3 begins when the capaci tor  is recharged  by the motor  cu r ren t .  
Since the polar i ty  of the capaci tor  voltage is r eve r sed ,  a l l  the previously 
cut off diodes of the r ec t i f i e r  br idge are now conducting and the t ract ion 
motor cu r ren t  flows through these  diodes into the charging res i s tance .  
T rans fo rmer  overlapping thus  begins, s ince cu r ren t  flows through a l l  the 
four diodes of the br idge.  
osci l la t ions in  the auxi l iary thyr i s tor  cu r ren t ,  which is necessa ry  to 
ensu re  i t s  rap id  cutoff. 
thyr i s tor  T2 is cut off (F igu re  4). 

c i rcu i t  shown in F igu re  2a, the capaci tor  is charged by t r ans fo rmer  T,, 
through the r ec t i f i e r  ET. 
occur  in the following sequence.  The  s ignal  f rom the r i s ing  edge of the 
auxi l iary thyr i s tor  cu r ren t  pulse is differentiated, delayed in the delay 
unit DL for the duration of the cutoff t ime of the  auxi l iary thyr i s tor  T2, and 
is then del ivered to  the control  e lec t rode  of the thyr i s tor  T3. T3 becomes 
conducting, recharg ing  the capaci tor  through the inductance L3 to  a voltage 
which cu ts  off the thyr i s tor  T1. After  that the capaci tor  charge  is built up 
to  the voltage V, f r o m  the t r ans fo rmer .  

The inductance of the rheostat  s tage  produces 

After the recovery  t ime t T 2 ,  the auxi l iary 

P h a s e 4. Trans fo rmer  overlapping may continue. After that, in the 

In the c i rcu i t  shown in  F igure  2b, the t rans ien ts  
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FIGLIRE 4. 

i l l  the switchin)! circuit. 
niapram of ciirrents and voltages i n  

Our a im is to calculate the t rans ien ts  during the phases  1, 2, and 3 of 
the cycle .  

BASIC EQUATIONS OF THE SWITCHING CIRCUIT 

The operation of the switching c i rcu i t  is analyzed under  the following 

1) the t ract ion motor  cu r ren t  r ema ins  constant during the t ransients ;  
2 )  the inductance of the s ta r t ing  rheostat  and i t s  act ive r e s i s t ance  are 

constant; 
3)  the act ive r e s i s t ance  of the leads  is zero;  
4)  the res i s tance  of the cutoff thyr i s tors  is infinite, and the res i s tance  

5 )  the switching-on t ime of t hy r i s to r s  is ignored; 
6 )  back cu r ren t  f lows through the thyris tor  during the whole of the 

assumptions : 

of the conducting thyr i s tors  is zero; 

recovery  t ime.  
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P h a s e 1 .  The opera tor ia l  Kirchhoff equation of the c i r cu i t  is 

.>;here I /  ... is the capacitor. voltage a t  the tinic when the auxi l iary thyris tor  
i s  switche4l on; 

iTL IS the auxi l iary thy r i s to r  c u r r e n t .  
L't~c solution of thi.5 equation h a s  the fo rm 

. v t i c t ~  t+,o is the radian frequency of :he natural  osci l la t ions of the circui t ;  
LL' is the inductance of the lead:: and the U L  t ransducer  (Fiqure 3 ) .  

The thyris tor  switching off t ime r is the suni of the tinie to  the poue r  
t t iyristor c u r r e n t  takes  to fall  to z e r o  plus thc r ecove ry  tinie frl\E.'igure 5) .  

The  t ime to is obtained froni  re la t ion ( 2 )  by set t ing iT2=  i? for  f = t o ,  
where i2 is the niotor cur ren t :  



The switching-off t ime of the power thyris tor  is then 

Inser t ing (3) in  (2), w e  obtain the maximum cur ren t  through the auxi l iary 
thyr i s tor  (F igure  4): 

iT2m=i2(cos w o t T l + m . s i n  wotT1), ( 4 )  

whe 

The maximum cur ren t  through the power thyr i s tor  a t  the end of the 
phase is 

(5 1 . .  
i T l m = k ? - t T 2 1 , ; = i ? ( 1  -COS o)o t T 1 - m .  sin 0 0  fT1) .  

W e  s e e  f rom this express ion  that the negative cu r ren t  through the 
thyris tor  i nc reases  with increas ing  coefficient a ,  i.e., for  given L.2 and C ,  
with increas ing  initial voltage on the quenching capaci tor  U - .  
other  hand, a l a rge r  back cu r ren t  pulse inc reases  the switching-off 
thyr i s tor  l o s ses  13 f ,  which is highly undesirable .  
be made too l a rge  and should ensu re  rel iable  cutoff of the power thyr i s tor  a t  th  
the la rges t  allowed cu r ren t s  in  the motor c i rcu i t .  

Let u s  calculate  the minimum capaci tor  voltage needed to ensu re  rel iable  
thyris tor  cutoff. 

The condition of power thyr i s tor  cutoff is wri t ten in the fo rm (Figure 5) 

On the 

Therefore  U ,  should not 

01' 

1 1 n - arcs in  - +tTl< -, 
6 ) O  2 wo 

whence for  the capaci tor  voltage 

The capaci tor  voltage a t  the end of Phase  1 is 

P h a s e 2. The equations of cu r ren t s  and vol tages  in operational form 
are now 

i, -- = i ~ C i ~ 2 ;  
P 

iR ( R + p L , )  - i A o L  = P L ~ T Z - ~ ~ ~ , , Z - ~ -  ,+ 2, u c o  
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>.rhere R i s  the s t age  r e s i s t ance ;  
l R  is the s t age  cu r ren t ;  
LI is the s t age  inductance. 

Takine; i R  =n and iT2,:*=i2 , we obtain the solution of the s e t  of equations 
Cor t h e  c u r r e n t  throueh the auxi l iary thyris tor  : 

L = L [  A L2. 

Since  usually [.;-cC.,, 

The auxi l iary thyristo: cur ren t  is thus 

rhe cur ren t  through the s t a r t i ng  r e s i s t ance  is 

T o  choose the poive.: thyris tor  parameter‘s, w e  r e q u i r e  the niaxiniuni 
back voltage applied t o  the cutoff diode. 
equation (81 if we ignore the d r o p  of sol tage a c r o s s  the inductance L?, i . e . ,  
t a k e  

T h i s  voltage can be obtained f r o m  

P h a s e  3 ,  The e’quations of c u r r e n t s  and vol tages  in  this  phase in 
operator ia l  f o r m  are  

c 
where iT2+ the init ial  c u r r e n t  through the auxi l iary thyristor, determined  

by equation (11) a t  the end of phase 2; 
il i s  the capac i .o r  cu r ren t ;  
i3 is the r e s i s t o r  c u r r e n t .  
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The solution of equations (14) for the t ransform of the  capaci tor  cur ren t ,  
taking iRc=O and ignoring the inductance L 2 ,  takes  the fo rm 

The roots  of the charac te r i s t ic  equation are 

For 

w e  have an  osci l la tory process;  otherwise the p rocess  is aperiodic .  
To quench the auxiliary thyris tor ,  the f i r s t  condition must be sat isf ied.  

rherefore ,  in  what follows we will only consider the osci l la tory mode of 
the c i rcu i t .  

W e  se t  

Let u s  find the c r i t i ca l  value of the charging res i s tance  r k  which just 
This  c r i t i ca l  res i s tance  is obtained f rom allows the osci l la tory mode. 

the equality 

and we should have r k > r ,  so that 

where ng= 

Figure 6 plots the l ines  r l = f ( R )  for r. = 3-15ohm which correspond to 
the actual values  of pa rame te r s  in such c i rcu i t s .  
that the charging res i s tance  ensuring osci l la tory operating conditions is 
of the same  o rde r  of magnitude as the total s tage res i s tance ,  and lower 
r e s i s t ances  have l i t t le effect on the t ransients .  

The expression for the capacitor cur ren t  is 

We see f rom these linea 
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FlGL'RE li The plot .?f r = f ( R )  with rB ai  [he parameter. 

Since iTzo*h<<i2L.i, w e  have 

The charging c i rcu i t  res i s tance  is 

i2 
cr(p2+o12) 

{ (01  .- pD)e-Otsin OL t -  ( D  01 +p)cos 01 f e - @  +D 01 + p}, { 17) 

R B  
0 1  LI w, . where D=--- 
. -  . 

The auxi l iary thyris tor  cu r ren t  is 

The s ta r t ing  rheos ta t  c:urrent is 

The capaci tor  voltage a t  the end of phase 3 is 

* 
(e-'f'(al-Dp)sinol 6 -e-*@ (~+DOI )COSOI  G + p f D w i } ,  

1 . 1  
,!,rcl = J' il d t =  4 - c p*+o12 

0 (20)  

where 6 is the duration of Lhe "on" s t a t e  of the auxi l iary thyr i s tor .  
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To choose the thyr i s tor  switching frequency in pulsed control  sys tems,  
we r equ i r e  the parameter  6, s ince it l imi t s  the capaci tor  charging t ime to 
the polarity which is needed to cut off the power thyr i s tor .  

Ignoring the recovery  t ime tTzofthe auxi l iary thyr i s tor ,  which is 
imnieasurably sma l l  that the duration of the ”on” s ta te ,  and neglecting 
the effect of the charging circui t  and the duration of phase 1, we obtain 
under our  assumptions for the duration of the “on” s ta te  of the auxi l iary 
thyris tor  

T 6 =  - - c  
2 2, 

where t2 is a t ime which depends on the initial c i rcu i t  conditions: 
T= 2n 

The time t2  is found f rom (11) for  i T 2 =  0: 
0) 

Inser t ing t f rom ( 2 2 )  and T f r o m  (21) ,  we thus get 

Analysis of this  express ion  shows that the duration of the “on” s ta te  of 
the auxi l iary thyr i s tor  d e c r e a s e s  as  the t ract ion motor cu r ren t  i nc reases  
for  low loads and is almost  independent of the motor  cu r ren t  in the limiting 
mode, when the amplitude of the auxiliary thyr i s tor  cu r ren t  is only slightly 
g rea t e r  than the motor cu r ren t .  

RESULTS OF TESTS 

The pulsed control  sys tem w a s  tes ted using a 200kW URT-100 t ract ion 
motor,  a braking unit, a thyr i s tor  unit with VKDU-100-4B and UPVK-5-3B 
thyr i s tors ,  a t r a n s f o r m e r  supplying the switching c i rcu i t  and control  
c i rcu i t s .  

Experimental  t e s t s  were  ca r r i ed  out a t  f requencies  of 100 and 400 kHz. 
Both the switching c i rcu i t  p a r a m e t e r s  (the quenching capacitance,  the 
inductances L1 and L2, the s ta r t ing  rheos ta t  res i s tance  R )  and the t ract ion 
motor cu r ren t  were  changed. 
240 amp.  

e lements  of the switching c i rcu i t s ,  and the minimum permiss ib le  capaci tor  
voltage w a s  determined needed to  ensure  re l iab le  cutoff of the power 
thyr i s tor .  

The t ract ion motor cu r ren t  var ied  f r o m  0 to 

Curren t  and voltage osc i l lograms were  taken fcr the var ious  component 
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Figure 7 is an  osc- l logram of the cu r ren t  through the auxi l iary thyr i s tor  
of the slyitching c i r cu i t .  
theoret ical  conc1usior.s of the study. 

The tests essent ia l ly  confirm the principal 

COSC L USIOXS 

The theoret ical  ana lys i s  of the switching c i rcu i t  of a pulsed control  
sys tem d .c .  t ract ion niotors  led to a procedure  fo r  the calculation of the 
t rans ien ts ,  bvhich gives  the instantaneous and the amplitude va lues  of the 
cu r ren t s  and voltages in the c i rcu i t .  These  values  can  be used to design 
a n d  se lec t  the vatious ,component e lements  of the unit. 

Experimental  t e s t s  bear  out the pr incipal  r e su l t s  of the ;r;ork. 
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6. Ii lz .  K h e r m a n i s ,  Yu.Ya. K o k t ,  V.A.  Z a l i t i s ,  
V .  G .  Ka  r k  1 i n  ' s  h , G. P.  T a  r a  s o v  

AUTOMATIC COh4PENSATION CIRCUIT FOR SLOW- 
SWEEP CONTROL OF A STROBOSCOPIC OSCILLOGRAPH 

I his article deals with the operating principle and functional circuit o f  the device .  rhe advantages o f  
two-way moni tor i l l ) :  of the input signal and its use f o r  slow-sweep control of a stroboscopic oscillograph in 
order t o  reduce the t ime required t o  analyze the signal are explained. 

The use  of an  automatic compensation c i rcu i t  in a s t roboscopic  conver - 
t e r  considerably improves  the performance of a s t roboscopic  oscillograph: 
it broadens the pass  band, e l iminates  nonlinear dis tor t ion and inc reases  
the sensitivity. 

the ana lys i s  t ime.  
one-way monitoring of the input signal the number of s t robe  pulses  in the 
pulse t r a in  is determined by the charge  of the s torage  capaci tor  s ta r t ing  
f rom some initial level  until breakdown, corresponding to the compensation 
of the input s ignal  a t  a given readoff point. Par t icu lar ly  ineffective is the 
u s e  of s t robe  pulses  in  the fo rm of a pulse  t r a in  with r ega rd  to  the readoff 
points of the flat portions of the signal. 
voltage of the s torage  capaci tor  a f te r  each reading in one-way monitoring 
c i rcu i t s  w e  u s e  a steady, slow discharge of the capaci tor ,  the ana lys i s  
t ime for reading off the points of the t ra i l ing edge is sharp ly  increased ,  
s ince the compensation level  is reached in accordance with a n  exponential 
law, whereby the t ime constant of the s torage  capaci tor  discharge is la rge .  
rhe  la t te r  cannot be substantially reduced, because the adjustment  e r r o r  
is increased  and the d ischarge  of the s torage  capaci tor  is inhibited upon 
reading off the leading edge and the flat  portions of the s ignals .  

Below we sha l l  d i scuss  how a n  automatic compensation c i rcu i t  is effected 
by employing two-way monitoring of the s ignal  in  question. 
voltage control  a t  the conver te r  output enables  u s  to r ead  both the decay and 
the rise of the observed t rans ien t  process ,  considerably reducing the t ime 
of analysis .  
number  of s t robe  pulses  in  the pulse t r a in  with r e spec t  to a given readoff 
point. The required number of s t robe  pulses  in  the pulse t r a in  is de te r -  
mined by the difference between the voltage a t  a given readoff point and 
preceeding readoff points. If by means  of a compensating voltage a level  is 
attained, corresponding t o  the  voltage at a given readoff point, the  automatic 
compensation c i rcu i t  genera tes  a slow-sweep control  signal, effecting a 
shift in  the s t robe  pulse along the readoff interval ,  i.e., a jump to the 
next readoff point. 

The lack of an automatic compensation c i rcu i t  r e su l t s  in  an  increase  in 
In automatic conipensation c i rcu i t s  with discharge and 

If instead of a breakdown in the 

This  type of 

Reduction of the ana lys i s  t ime is achieved by reducing the 
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Figure 1 gives the block diagram of the autoniatic compensation de\rice 
for the slow-sweep c x t r o l  of a stroboscopic oscil lograph: 1 - converter ;  
7 - st robe-pulse  gen-rator  (SPG); 3 - s to rage  capaci tor  with repeater ;  
4 - amplifier-expander;  
the capacitor;  7 and 8 - driven relaxation osci l la tors ;  9 - logic c i rcui t ;  
10 - circui t  controlled by electronic switches 5 and 6 ;  11 - monitoring 
amplifier;  1 2  - slow-sweep generator .  

5 and 6 - charging and discharge switches of 

i 

SPG rrieeer pu se 

FIGL'RE 1. 
trol o f  a stroboscn,ic orcilloeraph. 

Block diagram of an  automatic compensator for the slow-sweep con- 

The tes t  vers ion of the functional c i rcui t ,  correspoding to the block 
diagram in Figure 1, is given in  Figure 2.  

FIGI'RE 2. Functicmal circuir. 

The stroboscopic converter  cons i s t s  of a widely known circui t  in which 
the s t robe  pulses  are tr iggered a t  the right t ime by actuating a s e m i -  
conductor diode. If the ci rcui t  does not effect compensation, then diode D, 
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opens upon each s t robe  pulse.  
h e r e )  diode DI  t r i g g e r s  s t robe  pulses  only when the s u m  of the signal 
voltage a t  a given readoff point and the voltage of the s t robe  pulses  exceeds 
the voltage a t  N .  The relaxation osci l la tors  correspond to a delayed 
multivibrator c i rcui t  consisting of a tunnel diode and an inductance. 
Relaxation osci l la tor  7 t r i g g e r s  a discharge by means of the s t robe pulse 
when the diode D1 i s  open. 
for  each cycle of the s t robe  pulses  f r o m  the s t robe-pulse  generator .  The 
duration of the pulse, shaped by relaxation operator  7, is twice as long as 
that of the output pulse of relaxation osci l la tor  8. 
by relaxation osc i l l a to r s  7 and 8 are intensified via the cu r ren t  by the 
r e p e a t e r s  a t  t r a n s i s t o r s  T4 and Thr respectively.  
are both connected to the winding W3of the t r ans fo rmer  T,. 
consider, the two possible c a s e s  for which the relaxation osci l la tors  a r e  
t r iggered : 

osci l la tor  7; 

In a conipensating circui t  ( a s  is the c a s e  

Relaxation osci l la tor  8 t r igge r s  a discharge 

'The squa re  pulses  shaped 

The e m i t t e r s  of T,  and T5 
Thus, w e  must 

1) the s t robe  pulse t r i gge r s  relaxation osci l la tor  8, but not relaxation 

2 )  the s t robe  pulse t r i g g e r s  both relaxation osci l la tors .  
In the f i r s t  case a cu r ren t  flows through the winding W3 f roni  the output 

of the r epea te r  a t  Tq to the emi t t e r  of T5. 
is equal to that of the output pulse of relaxation oscil lator 8. 
case,  when a negative voltage drop occur s  a t  the en l i t t e r s  of T, and T,, no 
cu r ren t  flows through W3. 
of the output pulse of relaxation oscil lator 8, s ince the duration of the pulse 
of relaxation oscil lator 7 w a s  selected twice as  l a rge  as that of relaxation 
osci l la tor  8. The cu r ren t  pulse in  the second c a s e  posses ses  an opposite 
polarity of the s a m e  duration as the t r igger  pulse of the relaxation 
osc i l l a to r s  in  the f i r s t  case. 

windings WI and W 2  of the t r ans fo rmer  T,, since in  the case of an  inadequate 
compensation voltage a t  N charging of capacitor C, takes  place, while in  
the c a s e  of overcompensation a discharge occur s .  Res i s to r s  K6 and Rr a r e  
monitored. The monitor charge (or d i scha rge )  of the s to rage  capacitor 
CI de t e rmines  the quality of control.  An i nc rease  in  the monitor charge 
enhances the circui t  response speed, but causes  l a r g e r  e r r o r s  in the 
control.  

o r d e r  in which switches 5 and 6 are actuated: if  the automatic compensation 
sys t em does  to succeed to follow the var ia t ions of the studied signal, then 
only one of the switches (5 or 6 )  is actuated; when the monitoring is good, 
switches 5 and 6 are successively actuated. 
t r a n s i s t o r s  Tg and T7, cha rges  and discharges capacitor C, upon the a r r i v a l  
of pulses  f r o m  the col lectors  of T2 and T, (switches 5 and 6 ) .  
signals  of block 10 are subsequently differentiated and a r r i v e  at  the input 
of the monitoring amplif ier ,  consisting of t r ans i s to r  T 8 .  The slow-sweep 
generator ,  consisting of t r a n s i s t o r s  Te,  TI,, and TI,, and the tunnel diode 
TD3, was adjusted to an  extremely low sweep frequency when no signals 
a r r ived  at the base of T9 f r o m  11. Jf the follow-up sys t em succeeds i n  
monitoring the studied signal, then switches 5 and 6 are successively 
actuated and s ignals  f r o m  the monitoring amplifier 11 a r r i v e  at  the base  
of Ts, leading to a n  inc rease  in  the flow of charge in capacitor CT of the 

The duration of the cu r ren t  pulse 
In the second 

The cu r ren t  pulse is generated a f t e r  completion 

This  suffices to actuate respectively switches 5 and 6 by means of 

The quality of the t e s t  of the follow-up sys t em is character ized by the 

Circuit  10, consisting of 

The output 
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slow-sweep generator :  a s t ep  voltage at Ci, generated by the signal t'roni 
block 11, co r re sponds  to a jump to the next readoff point. 

eniploying two-way monitoring for the slow-sweep control  of a s t robo-  
scopic oscil lograph with the aini  of reducing the signal ana lys i s  t inie.  
type of control  is effected by alternatinq the o r d e r  of charging and 
discharging the stora.ge capaci tor  of the automatic compensation circui t  
which is determined by the speed with which the studied signal v a r i e s .  

The  abo1.e ve r s ion  of the functional c i rcui t  ifidicates the possibility of 

This  
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D. K.  Z i b i n ’  

SYNTHESIS OF PIUL? ISTAGE TRIGGERS 

The synthesis of niiiltistahle triggers from simpler components using the multistage approach is descrihed. 
Examples of functional and circuit diagrams are  shown. 

T r igge r s  are the commonest component uni ts  in digital computers  and 
sampled-data  control  sys t ems .  
e lectronics  led to the introduction of highly effective multistable t r iggers ,  
which a r e  gradually replacing the usual  flip-flops. The genera l  theory of 
design of multistable t r i gge r s  is presented in  /l/. We applied this  theory 
to the synthesis  of niultistable t r i gge r s  f rom s impler  coniponents by the 
multistage approach. 

The recent  advances in sol id-s ta te  

PROCEDURE 

Each s tage of a normal  sol id-s ta te  t r igger  contains an  inver te r  
amplif ier ,  whose coi lector  c i rcu i t  is the output of the s tage and whose 
base  circui t  is the input. Under cer ta in  conditions, these s tages  will fo rm 
a t r igger ,  provided that their  inputs and outputs are cross- l inked.  
“amplif ier”  concept in  these devices  is to be considered with some 
reserva t ion .  This  s tage al ternately functions as a made switch, an 
amplif ier ,  and a broken switch during one complete cycle. 
p roper t ies  of this  component are not manifested during the f i r s t  and the 
third phase of the cycle, so  that the niultistable t r igger  can use  some  
different components capable of performing the s a m e  three  functions, e.g. ,  
t r iggers .  In this  ca se  the var ious outputs of the t r igger  should be con- 
nected through an  OR c i rcu i t  with the common output of the s tage,  and the 
common input of the en t i re  s tage should be connected to substage inputs 
(F igure  1). 
T I  a r e  conducting, s ince they rec ieve  the base cu r ren t  f rom the col lector  
c i rcui t  of the cutoff t rans is tor  T I .  The output voltages of this  t r igger  are 
shown in Figure 2.  

t r iggers ,  e tc .  (Figure 3 ) .  
can be classif ied as multistage c i rcu i t s .  
theory of multistable t r i gge r s  111, multistage t r igge r s  can be used to 
s imulate  three- ,  four- ,  five-bit and even more  complex configurations 
(F igure  4). 

The 

The amplifying 

Thus, if  the t rans is tor  T I  is cut off, the t r ans i s to r s  Tz, Ts, and 

The four  t r ans i s to r s  can of course  be analogously replaced wlth bistable 
Therefore  the resul t ing multistable t r i gge r s  

In accordance with the general  
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However, as the number of bi ts  is inc reased ,  the stabil i ty paranie te rs  
clcteriorate (the ouput voltage and the permiss ib le  load cur ren t  dec rease ) .  
In ord inarv  multistable t r i g g e r s  this shortcoming is eliminated by intro-  
t-iucinq a second backlip t r ans i s to r  i n  each  bit s tage.  
fe:ver amplifying t r a n s i s t o r s  are required.  For example,  the t r igger  
shown in Figure 4a r e q u i r e s  only t\vo amplifying t r ans i s to r s ,  the ci rcui t  
in Figure 4b only three,  and so on. 

In multistage t r i g g e r s  

R 

FIG[ ’>€  4. Functional d i ae ra r r i  o f  some tw,>->tave r r iycer i .  



B i b  l i o  g r  a p  h y  

1. Z i b i n ', D. K. Simnietrichnye mnogostabil'nye t r iggery  (Synimetric 
RIultistable Tr iggers ) .  - In: "Avtomatika i vychislitel 'naya 
tekhnika," p.15. Riga, Zinatne. 1966. 

Chronometer) .  - Moskva, Fizmatgiz .  1963. 
2 .  P a  v 1 e n k 0 ,  P. I. Schetno-impul'snyi khronometr (Pulse-  Counting 

The multistage t r igge r s  considered above are regarded  as e lementary  
devices  in Pavlenko's  c lass i f icat ion 1 2 1 ,  since tbey cannot be split into 
constituent components without breaking a t  l eas t  s eve ra l  base-col lector  
linkages. 
blocks. 
t r i s tab le  t r i gge r s .  
will be g rea t e r  than in  an  analogous conventional t r igger .  
because  the operat ing conditions of the base  c i rcu i t  of the cutoff t r ans i s to r s  
are iniproved in the niultistage t r igger  : there  are f e w e r  base  -col lector  
linkage e lements  connected to the t rans is tor  base .  
a t t rac t ive  for  many-bit configurations are t r igge r s  with diode base-col lector  
linkages. 

It is never the less  highly important  to understand the i r  building 

In th i s  case, the maximum possible number of s t a t e s  
Clear ly ,  any mult is table  t r igger  can be built up f rom bi- or 

This  is so 

Par t icu lar ly  s imple and 
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G . S .  G o 1 t L .  i n s k a y a, I). K .  2 i b i vi 

hlul t ivibrators  usirtg tivo planar t r ans i s to r s  are  x idc ly  kno:c-n. in a 
cer ta in  s e n s e  these  devices  are d i rec t  analogs of the corresponding vacuuni 
tube c i rcu i t s .  
t.lcnient into the i r  functional propertit.s, so that the pecul iar  aclvantaqes and 
i ea tu rc s  o f  t r ans i s to r s  are not always fullv utilizeci. In a nuniber of cases, 
b r t t e r  per.fornia.ice can  be achiever1 by retiesigning the c i rcu i t  so as to  
make full usc of the specif ic  t rans is tor  cha rac t e r i s t i c s .  In this  r e spec t ,  
s o - c a l l e ~ i  coniplenientary c i r c u i t s  usinq p-type ant1 n-type t r ans i s to r s  arc 
oi Cclt'tiiin in te res t  :1 t .  Cer ta in  cle\.ices of this type have been flescrihed 
ir, the l i tcrature ,  but these  descr ip t ions  unfortunately do not link up s.r-ith 
t h c s  coa t t ion  c i rcu i t  conipo.:cnts. The e v e r  qro:ving nuniber of indivitlual 
i!c\.iccs an(l lack of ge. icral iz ine andlysis of the en t i r e  c l a s s  c r e a t e s  a quite 
niislcading and unneccasary inipression o f  ex t ren ic  complexity anrl 
obs t ruc ts  the seltctiort  o f  optimuni aLtenativcs for ne'& eqilipnient. 

i n  t h i s  papcr i v e  i.vi!l t ry  t o  tfescr-ibc the genera l  procedure for  c i rcu i t  
cirsien using p-type anrl n-type t r ans i s to r s .  Follolving this  procerlurcs, the 
au thors  built and tested a nunibel. of bas ic  devices !an as tab le  niultivibrator, 
a (1 e 1 aye< 1 mu 1 t iv it, 1.a t 0 r , u r, i v i b t- a t I r , rl iu 1 ti\, i b r a t u r i v  it h capacit ive e n  I i t t e t' 
c%oupiinq, niultivibrator ivith enl i t ter  tiniing capaci tor ,  s y m m e t r i c  t r igger ,  
a n d  t r igger  with eniitttsr coupling), for- mos t  of which this  approach i$;as 
enrireiy without prececient. Space limitations, however, do not pe r  niit 
ciis(-ussing the c i rcu i t  tliagranis of these  individual devices .  

T h e  application of t r ans i s to r s  does not introduce any n e x  

Simple change in each  bas ic  c i rcui t  %ill permi t  replacing a p-type 
t rans is tor  with an  n-type one and vice versa  (F igure  I ) .  
c i rcu i t ,  as in the or iginal  clevice, the t r ans i s to r s , a re  connected in 
para l le l  to the source .  
c i r c u i t s  i s  that in the modified c i rcu i t  both t r ans i s to r s  are cut off or made 
c,onclucting always simultaneously. Because of th i s  cur ious  property,  we 

I n  the  nio(lified 

The main difference bet:veen these conxplenientary 



can proceed to design a number of s tandard c i rcu i t s  using t r ans i s to r s  
connected in s e r i e s .  Fo r  example, i f  w e  connect the col lector  r e s i s t ances  

Figure 2b shows 
in s e r i e s ,  the resu l t  is the circui t  
shown in Figure 2a. 
the emi t t e r s  connected in series. 
Another possibility is to connect the 
power source  in an asymmetr ic  fashion, 
which again gives  a different c i rcu i t  
(F igure  Z c ) .  In other  w o r d s ,  the 
t r ans i s to r s ,  the col lector  res i s tances ,  
and the source  give a closed series 
circui t .  rhe  source  can be positioned 
anywhere in this  c i rcu i t .  The control  
c i rcu i t s  of the individual t r ans i s to r s  
w e r e  not changed, and the different 

F I ( ; I I n E  1. The multivibrator circuit. 

c i rcu i t s  therefore  function in the usual  manner .  

c i rcu i t ,  although they look quite different. 
the contact points of the emi t t e r s  or  the col lector  res i s tances .  
voltage, however, is collected asymmetr ica l ly  re la t ive to the common 
lead (see Figure 2c, for  instance) ,  and this  accounts for  the superf ic ia l  
differences between the different c i rcu i t s .  
valid, however, s ince the internal  processes  in a sys tem are independent of 
the par t icular  f r ame  of re ference  used .  

All the c i rcu i t s  shown in  Figure 2 a r e  thus modifications ofthe or iginal  
They are a l l  symmet r i c  about 

l'he output 

The functional analogy r ema ins  

U 

in the above c i rcu i t s  both t r ans i s to r s  have common-emit ter  c i rcu i t s .  
They a r e  f r e e  f rom any (a.c.) emi t te r  coupling. 
c i rcui t  of Figure 2b the emi t t e r s  can be connected to the midpoint of the 
power source .  
operation. rhe  absence of emi t te r  coupling pe rmi t s  designing a number 
of c i rcu i t s  with seve ra l  sources ,  i.e., separa te  source  for each t rans is tor .  

Fo r  example, F igure  3a shows a circui t  with a single capacitive and a 
single res i s t ive  base  -collector coupling, developed f rom an ordinary delayed 

For  example, in the 

'This will not make any substantial difference to c i rcui t  

bIodifications of other  c i r cu i t s  can be obtained along the same  lines. 
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mult ivibrator .  
s e r i e s ,  we obtain the modifications b and c .  
modified by omitt ing one of the col lector  res i s tances ,  as  in F igu res  2b 
and 2c. 

Connecting the emi t t e r s  ( 2 - 3 )  o r  the co l lec tors  (1-4) in 
Circui t  b can be  fur ther  

FIGL'QE: : 3 .  
bare-c.>llectm coupling. 

hlulr ivihrator  with capac i t ive  and resistive 

Unlike the ord inary  delayed mult ivibrator ,  th i s  c i rcu i t  develops s u s -  
tained osci l la t ions.  
col lector  and connectcid to the source ,  a waiting mode is generated.  

L? the t iming res i s tance  is disconnected f r o m  the 

Figure 4 shows a t r igger  c i rcu i t  and i t s  modifications,  

FIGVRE 4 .  f r igeer .  

Comparison of the c i rcu i t s  f r o m  different groups c lear ly  br ings  out both 
the common and the distinctive fea tures .  For example,  the atable  
mult ivibrators  (F igures  1, 2 )  a r e  charac te r ized  by two capaci t ive base -  
col lector  couplings. 1.n delayed multivibrator s, one of the capacit ive 
couplings has  been exchanged fo r  a res i s t ive  coupling. Introduction of 
d i rec t  emi t t e r  coupling w i l l  e l iminate  one of the  base -col lector  couplings 
al together .  

Thus,  knowing the basic c i rcu i t s  and having understood the method 
whereby the different modifications are generated,  w e  can eas i ly  find ou r  
way through the en t i re  maze  of modified mult ivibrator  c i rcu i t s .  

ADVANTAGES AND CHARACTERISTIC FEATURES 

Pulsed devices  using p-type and n-type t r ans i s to r s  have a number 
of distinct advantages.  Their  power requi rements  are minimum, a 
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grea t  advantage in  equipment which is in  waiting mode for  most  of the 
t ime and functions only br ief ly .  

hIultivibrators of th i s  type will generate  pulses  of very high duty factor .  
In some c a s e s  they will rep lace  blocking osci l la tors ,  which a r e  much m o r e  
difficult to manufacture technologically. These c i rcu i t s  are moreover  free 
f rom any spurious osci l la t ions and pulse distortion. 

voltage a c r o s s  each  t r ans i s to r .  
the source  voltage. 

c i rcui t  is actually used.  If th is  is the case, a be t te r  policy is to use  a 
modified c i rcu i t  with an  a symmet r i c  source .  
simplified, for  example, one of the R C  c i rcu i t s  is  eliminated. 

Se r i e s  a r rangement  of t r ans i s to r s  in a symmet r i c  c i rcu i t  halves  the 
This  is highly advantageous for  increas ing  

In many cases  only one of the outputs of a conventional symmet r i c  

The device then is markedly 

The complementary c i r cu i t s  a l so  have a number of distinctive fea tures .  
Hard self -excitation may arise in  conventional mult ivibrators  with 

negative b ias  (F igure  la,  for  example) .  This  is so because the base  
r e s i s t ance  leads to saturat ion,  and the t r ans i s to r  then behaves as a passive 
element .  The corresponding equilibrium is therefore  s table .  Once 
t r iggered  f rom the outside, however, the mult ibibrator  will function 
normally.  

both t r ans i s to r s  conduct. The mult ivibrator  therefore  cannot develop 
sustained osci l la t ions,  i f  the t r ans i s to r s  are sa tura ted .  This  shortcoming 
is readi ly  eliminated, however. It suffices to connect the timing base  
r e s i s t o r s  to the col lector  of the s a m e  t r ans i s to r .  
capaci tor  discharges,  the t rans is tor  is inevitably desaturated,  and the 
mil t ivibrator  ensu res  re l iable  pulse generat ion (F igure  lb).  

genera tes  ve ry  shor t  pulses .  
be limited to permiss ib le  level  by spec ia l  additional r e s i s t o r s .  

immediate  benefits. 
number  of new pulse devices .  

The situation is different in  complementary c i rcu i t s .  During each pulse, 

Then, as soon as the 

Rapid discharge of the timing capac i tors  through conducting t r ans i s to r s  
In these  cases the discharge cu r ren t  should 

The significance of the complementary c i r cu i t s  is not r e s t r i c t ed  to the i r  
They apparently will be  used  in the development of a 

B i b l i o g r a p h y  

1. N i c o 1 e t , M. A. Complementary Trans is tor  Fl ip-Flop Circui ts .  - 
IEEE Transact ions on Circui t  Theory, Dec. 1963. 
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E .  .\I. A ii d Y i a o L- 

-4 l,'XIi.ERSrlL .1iLZ T!STrlBLE DETTCE 

In some  t r ans i s to r  niult istable t r i g g e r s  the s table  state is fixed by 
potential coupling using r e s i s t o r s  and diodes be tueen  the t r a n s i s t o r s .  
Such c i r cu i t s  are descr ioed  in the l i t e r a tu re  1-6 . Their application 
in coniplex c i r cu i t s  reduces  the nuniber of t r a n s i s t o r s  and lowers  the 
power- requi rements  conipared to those in analogous c i r c u i t s  using 
convent iona 1 t r i gge r  s . 

comings Lvhich l imit  tkeir  l a rge-sca le  u s e .  
following: 

1 )  the external  load can  be controlled betkveen nar row l imi t s  only, 
s ince each  t r ans i s to r  h a s  only one col lector  output. 
niultistable t r i g g e r s  are not ve r sa t i l e  enough as far as the logic of complex 
c i r cu i t s  is concerned; 

exacting requi rements ,  so  that hand-picked t r a n s i s t o r s  are needed and the 
circui t  demands  painstaking tuning; 

ult imate a im,  i.e., attaining a s table  s ta te ,  but on account of the exacting 
requi rements  the conditions cannot be freely adjusted in  o r d e r  to  achieve 
optimum reliabil i ty of c i rcui t  operation; 

4) the number of s t a g e s  cannot exceed five (see : 2 i ,  p. 142), which i s  
too few to fully uti l ize the  load potential of the t r ans i s to r s .  

LVe xi11 descr ibe  a rnultistable t r i gge r  in which these  shor tcomings  
have been largely eliminated (Figure 1).  LVe xi11 br ief ly  cons ider  the 
e s sen t i a l  f ea tu re s  of thz circui t ,  and a l so  general ize  the t r i gge r  design 
to awhole  range  of niult istable t r i g g e r s  which differ in one of two 
individual f ea tu re s .  

called a universa l  multistable device ( L l I U ) .  
in o r d e r  to es tabl ish the common proper t ies  of the en t i r e  c l a s s  of 
niultistable devices .  

Hohvever, the existing niult istable t r i g q e r s  hat-e a nuniber of s h o r t -  
The main advantages are the 

In other  words,  

2 )  the p a r a m e t e r s  of the constituent e lements  are expected to meet  

3 )  the operating ccnditions of the t r a n s i s t o r s  are set ivith a n  eye to the 

The  corresponding general ized functional d iagram (Figure  2 )  will  b e  
We will analyze the C h I D  
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I. CHARACTERISTIC FEATURES OF THE lLlULTISTABLE 
TRIGGER CIRCUIT 

Consider the circui t  in Figure I, which r ep resen t s  a t r ans i s to r  multi-  
stable c i rcui t .  
outputs to which load can be connected. 

Each s tage contains one switched t r ans i s to r  and h a s  two 

* I  

FIGI 'HE 1 .  Circuit diagram of a multistable transistor. 

The output Out, is connected to the collector,  and the second output 

A stabil i tron is inser ted between the t r ans i s to r  base  and Out,. The 
&th to the base  circui t .  

stabil i tron threshold voltage is chosen so that i t  f i rmly  cu t s  off the diode 
in the load circui t .  
the t r ans i s to r  conducts. 

If the stabil i tron is conducting, base  cu r ren t  flows and 
The resul t ing drop of voltage a c r o s s  the stabil i tron 

cu t s  off O U t h .  
If the stabil i tron is cut off, the t r ans i s to r  is cut off by the b i a s  i&. 

Then Out, is cut off, and the load c u r r e n t  f r o m  Out, flows through the 
potential coupling diode to a bus which is momentarily ear thed by the t r a n -  
s i s to r  conducting a t  that instant.  
s tage are thus always in  cpposite s ta tes :  when one conducts load cu r ren t ,  
the other is cut off, and vice v e r s a .  

feature  of the circui t  being considered: i t  expanded the logic potential of 
the multistable t r i gge r  by providing additional outputs. 

means  of diodes and common b a r s  1, 2, n so that when one of the t r a n s i s t o r s  

The two outputs Out, and Outb of each 

The introduction of a threshold element (stabil i tron) is a distinctive 

The potential coupling between the t r a n s i s t o r s  (Figure 1) is effected by 
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cc.)ncluets, a l l  the other- t r a n s i s t o r s  reniain cut off. 
betwcen the s t ages  in the circui t  is sequential ,  i.e., the output of the first 
stage lr-., i s  connected s,vith Z n - h ,  and so on. This  a r rangement  can be 
rlcscir-bed a s  a niultistable t r i gge r  \vith sequential  shift of the conducting 
state. 

principal units outlined in Figure 1. 

The pulse coupling 

Let  u s  buildup ?he functional cliagrani of the trigger. following the 

FIGI'KE e.  A ueneral func.ttLmal Jta!gani s>f a tiiiiLersa1 m~il : ts table  device.  

The functional diagrani  is shown in Figure 2.  The s tage outputs In+, ,  
1,-~, . . ., n p - b  nP- ,  can  b e  connected in any other  o r d e r  different f roni  
that shown in Figure 1. The potential coupling diodes can a l s o  be linked 
by a different configuration. 
fo re  a genera l  prototy3e of multistable c i r cu i t s ,  and we will call i t  a 
universal  niult istable device (UnID) .  
one of the possible vers ions  of a UhID.  

The functional d iagram in Figure 2 is the re -  

The circui t  diagrani  in Figure 1 i s  

11. ANALYSIS OF THE UhID F U N C T I O N A L  DIAGRARI 

The URID (F igure  2 )  is made  up of s t a g e s  1, 2,  3 , .  . ., R with two kinds 

a )  potential coupling (block 1); 
b j  pulse coupling (block 2) .  
Each s t age  c o m p r i s e s  one t r ans i s to r ,  one r e s i s t o r ,  a diode, and a 

of coupling between them: 

stabil i tron; it h a s  two outputs to  which load is connected: 

Out,' and Out,', Out," and Out,", . . ., O u t , n  and Outh". 
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Rearranging the ones and the zeros in  the intermediate  r o w s  o f  the table, 
except the 1st and the K-th r o w ,  niay produce fur ther  UMD vers ions  
(e.g., the  2nd row can be  taken from Table 2) .  

TABLE 2.  
I UMD staee 

266 



hote  that not a l l  the conibinations are feasible  for  a given number n of 

The t ransi t ion of the nlultistable device f rom one s table  s t a t e  to another 

Table 3 i l lus t ra tes  the t ransi t ion for the U k I D  vers ion  corresponding to 

s tages  2, 4 , .  

involves changes in t h e  s t a t e  of the output s t ages .  

the 2nd roiv of Table  I .  

j , / . . I  i . I . /  ... / . .  

I'his t ransi t ion involves a shift of a two-zero  combination, which ' ,vas  
p reserved  in a l l  the s tab le  s t a t e s  of the c i rcu i t .  
in te rpre ted  a s  a code combination of the U3ID. 

This combination is 

The code combination of URIU is thus a cer ta in  combination of Outi -,-,and 
xhich  is limited and includes Outi-<. and which is not broken by 

The number of s t ages  forminq t ransi t ion to any s table  s ta te  of the URID. 
the code combination 1.s taken equal to m. 

From rables  1 and 2 w e  see that m r anges  between the l imi t s  

m = 1 to \ # - I ) .  

The niininiuni value of m is equal to 1 ,  Lvhich co r re sponds  to a code 
combination compr is ing  Out c--cI only. 
Then by definition no shift is possible .  
dis turbances,  the c i rcu i t  i s  r e s to red  to the init ial  s t a t e .  
changes in the s t a t e  01' this  c i rcu i t  is shown in Table  4 .  

-4 spec ia l  c a s e  is obtained when m = i r .  
I r respec t ive  of the ex terna l  

The  sequence of 

UkID with m = n  is called a mult is tage univibrator  in our  terminology. 
The component s t ages  of the URID can be linked into a n  open or a c losed-  

r ing configuration. In the c a s e  under  considerat ion,  t r ansmiss ion  of shift 
pu lses  down the open Line will not shift the code combination beyond the 
n-th s tage .  The right-hand l imit  of the te rmina l  position of the code c o m -  
bination is the n-th s tage ,  or more  prec ise ly  the output Out,-,n. 



T A B L E  4. 

Sequence of UMD states for m=n 

Disturbance during 

_ _ _ _ _ _ - ~ -  
Pulse making the  2nd transistor 

Pulse making the  3rd transistor 
conducting 011110 101110 011110 

conducting 011110 010111 011110 

Let the init ial  s ta te  of the U M U  be such that the beginning of the code 
combination coincides  with the 1s t  s tage,  i.e., we have Out'c-c. In 
Tables  1 and 2 all the code combinations are shown in  the init ial  position 
so a s  to simplify comparison.  

The r ing configuration in th i s  case is ensured  by means  of pulse or 
potential coupling so that the code combinations are shifted unal tered f rom 
the te rmina l  to the initial position by a single pulse. This  property of the 
U M r >  defines the boundary of the 1s t  and the n-th s tage  in  a r ing  configura- 
tion, provided that the 1s t  s tage has  been identified. 

Under th i s  definition, all the conclusions for  an  open-configuration U M D  
are applicable to a ring-configuration UMD. 
t ransi t ion of the code combination f rom the t e rmina l  to the init ial  position 
in a r ing  configuration. 

Pulse  coupling of s t ages  pe rmi t s  obtaining any sequence of shif ts  of the 
code combination. 
(F igure  2 )  by linking the outputs of the corresponding s t ages  

Table 4 i l l u s t r a t e s  the 

The des i red  shift sequence is selected in  block 2 

I p - b .  I p - c ,  . . * t  n p - b .  "p-c .  

To obtain a direct ional  shift,  we have to link the p-c outputs of one 

Consider a par t icu lar  example.  Suppose we wish to  genera te  a shift 
s tage with the p-b outputs of another s tage.  

sequence of the code combination Out.-, as shown in Table 5. 

TABLE 5. 
State of Out, of the UMD stages 
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The pulse outputs .in this  case should be connected as shown in Table  6. 

T A R L E  o. 

'Irje see that any given position of the code combination is entirely 
determined by the preceding position. 
dobvn a common bus, :he code combination is shifted in each  U h I D  vers ion  
into a position determined by the pulse coupling configuration of the s tages .  

The potential coupling c i r cu i t s  provide a means  for independent shift 
of the code combination. 
l , ,  2,, . . ., n p  (block Figure  2), the code combination can  be moved to 
any des i red  position r ega rd le s s  of its or iginal  position. This  option can  
be used,  in par t icular ,  for  res tor ing  the U h I D  to i t s  init ial  s ta te .  

The U M D  is thus controlled in  two ways: 
a )  sequentially, when each  new position of the code combination 

The URID is controlled by pulses  

'It'hen a shift pulse is t ransmi t ted  

By connecting an  auxi l iary c i rcu i t  to the outputs 

depends on the previous position. 
t ransmi t ted  through a common bar;  

b )  in paral le l ,  when the potential coupling c i rcu i t  moves the code c o m -  
bination to any des i red  position i r r e spec t ive  of the previous position. 

-4 combination of both methods provides  for  a flexible cont ro l  of the 
UI1JD. 
techniques makes  i t  possible to acheive the des i red  shift sequence with 
minimum effor t .  

The sequence is defined by Table  7. 
We see f rom rab le  7 that the code combinations are expected to r e tu rn  

Consider  an  example when combined application of the two control  

repeatedly (af ter  the 3rd,  5th, 7th, and 9th pulses )  to the s t a r t i ng  position, 
thereaf te r  moving to 2nd, 3rd, 4th, an3  5th position. 

to ensu re  t ime resolut ion (differentiation between pulses) ,  s ince  the 
shift pulses  a c t s  simultaneously on all these  s tages .  We w i l l  therefore  
provide pulse  coupling between s t ages  1, 2, 1; 3 and 1; 4 and 1; 5 and 1. 
To genera te  the des i red  shift sequence, the code combination should be  
shifted f r o m  position 1 to  3, f rom 1 to 4, and f rom 1 to 5 using the 
c i r cu i t s  4, 4, and 5 of the potential coupling l ines  and the auxi l iary c i rcu i t  
of block 3. 

Pulse  coupling f rom 1s t  s tage  to 2nd, 3rd, 4th, and 5th s t ages  fails 
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The circui t  diagram (Figure 1) shows one of the possible realizations 
of block 3, which r e s t o r e s  the UhID to the initial s ta te  by transmitt ing a 
pulse along the 1st  bus of the potential coupling network. 
source is turned on, the t r ans i s to r  is made conducting by the capacitor 
discharge cu r ren t .  
multistable t r igger  is stabilized in conducting s ta te .  

Here,  when the 

Bus 1 is thus earthed, and the f i r s t  t ransis tor  of the 

111. PARTICULAR CASES OF URlD 

The U M D  can be classified into seve ra l  distinct functional groups.  
1 .  Multistable t r i gge r s .  Structurally they are identical to the circui t  

shown in Figure 2.  
common-bus pulse coupling. 

the pulse coupling unit (block 2 )  omitted. 
coupling l ines.  

Figure 2 with the potential coupling (block 1) omitted. 
controlled by pulses.  

combination m=n. When control pulses are sensed, the corresponding 
stage changes the s ta te  of i t s  outputs only for  the pulse duration plus the 
t ime constant of the t ransients  i n  the ci rcui t .  

They are controlled both by potential coupling and 

2 .  Multistage switch. The s t ruc tu re  fi ts  that shown in Figure 2, with 
Readily controlled by potential 

rhe  s t ruc tu re  is analogous to that shown in 3 .  Multivibrator c i rcui t .  
Exclusively 

The init ial  s ta te  is the only stable one. 
4. Multistage univibrator.  The s t ruc tu re  is that of Figure 2. Code 
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CONCLUSIONS 

1. The general ized s t ruc tu re  c i rcu i t  of the UhID cove r s  a number of 
individual niultistable devices  and provides  a genera l  f rcmework  for their  
the or e t  ic  a 1 t rea tment  . 

2. 
points to  ways for the design of new mult is table  devices .  

3. 
possible  U I I D  vers ions .  
c i rcu i t s ,  s ince  each one-transisto-" s tage  h a s  two outputs of opposite 
polarity . 

Analysis  of the UhID s t ruc tu re  r evea l s  flexibility of control  and 

The e l ec t r i c  c i rcu i t  of a mult is table  t r i gge r  (F igure  1) is one of the 
It i l lus t rx tes  the g r e a t e r  logic potential of these  
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